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Abstract:
Deep neural networks are considered the backbone of artificial intelligence, we will present a review of an article about the importance of neural networks and their role in other sciences, their characteristic, networks architecture, types, mathematical definition of deep neural networks, as well as their applications.
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INTRODUCTION

Neural networks have seen an explosion of interest over the last few years and are being successfully applied across an extraordinary range of problem domains, in areas as diverse as finance, medicine, engineering, geology, physics and biology. The excitement stems from the fact that these networks are attempts to model the capabilities of the human brain. From a statistical perspective neural networks are interesting because of their potential use in prediction and classification problems.

Artificial neural networks (ANNs) are non-linear data driven self-adaptive approach as opposed to the traditional model based methods. They are powerful tools for modeling, especially when the underlying data relationship is unknown. ANNs can identify and learn correlated patterns between input data sets and corresponding target values. After training, ANNs can be used to predict the outcome of new independent input data. ANNs imitate the learning process of the human brain and can process problems involving non-linear and complex data even if the data are imprecise and noisy.

These networks are “neural” in the sense that they may have been inspired by neuroscience but not necessarily because they are faithful models of biological neural or cognitive phenomena. In fact majority of the network are more closely related to traditional mathematical and/or statistical models such as non-parametric pattern classifiers, clustering algorithms, nonlinear filters, and statistical regression models than they are to neurobiology models.

Neural networks (NNs) have been used for a wide variety of applications where statistical methods are traditionally employed. They have been used in classification problems, such as identifying underwater sonar currents, recognizing speech, and predicting the secondary structure of globular proteins. In time-series applications, NNs have been used in predicting stock market performance. As statisticians or users of statistics, these problems are normally solved through classical statistical methods, such as discriminant analysis, logistic regression, Bayes analysis, multiple regression, and ARIMA time-series models. It is, therefore, time to recognize neural networks as a powerful tool for data analysis.

Characteristics of neural networks

- The NNs exhibit mapping capabilities, that is, they can map input patterns to their associated output patterns.
- The NNs learn by examples. Thus, NN architectures can be ‘trained’ with known examples of a problem before they are tested for their ‘inference’ capability on unknown instances of the problem. They can, therefore, identify new objects previously untrained.
- The NNs possess the capability to generalize. Thus, they can predict new outcomes from past trends.
- The NNs are robust systems and are fault tolerant. They can, therefore, recall full patterns from incomplete, partial or noisy patterns.
- The NNs can process information in parallel, at high speed, and in a distributed manner.

Basics of artificial neural networks

The terminology of artificial neural networks has developed from a biological model of the brain. A neural network consists of a set of connected cells: The neurons. The neurons receive impulses from either input cells or other neurons and perform some kind of transformation of the input and transmit the outcome to other neurons or to output cells. The neural networks are built from layers of neurons connected so that one layer receives input from the preceding layer of neurons and passes the output on to the subsequent layer. Mathematically a Multi-Layer Perceptron network is a function consisting of compositions of weighted sums of the functions corresponding to the neurons.

![Figure: A single neuron](image-url)
Neural networks architectures:

**Feed forward networks** In a feed forward network, information flows in one direction along connecting pathways, from the input layer via the hidden layers to the final output layer. There is no feedback (loops) i.e., the output of any layer does not affect that same or preceding layer.

![Figure: A multi-layer feed forward neural network](image)

**Recurrent networks** These networks differ from feed forward network architectures in the sense that there is at least one feedback loop. Thus, in these networks, for example, there could exist one layer with feedback connections as shown in figure below. There could also be neurons with self-feedback links, i.e. the output of a neuron is fed back into itself as input.

![Figure: A recurrent neural network](image)

**Types of neural networks**
The most important class of neural networks for real world problems solving includes:
- Multilayer Perceptron
- Radial Basis Function Networks
- Kohonen Self Organizing Feature Maps

**Definition of Deep Neural Networks (DNN)**
The core building blocks are, as said, artificial neurons. For their definition, let us recall the structure and functionality of a neuron in the human brain. This forms the basis for a mathematical definition of an artificial neuron.

**Definition**: An artificial neuron with weights $\omega_1, ..., \omega_n \in \mathbb{R}$, bias $b \in \mathbb{R}$, and activation function $\rho : \mathbb{R} \to \mathbb{R}$ is defined as the function $f : \mathbb{R} \to \mathbb{R}$ given by

$$f(x_1, ..., x_n) = \rho \left( \sum_{i=1}^{n} x_i \omega_i - b \right) = \rho((x,\omega) - b)$$

By now, there exists a zoo of activation functions with the most well-known ones being as follows:

1. Heaviside function $\rho(x) = \begin{cases} 1, & x > 0 \\ 0, & x \leq 0 \end{cases}$
2. Sigmoid function $\rho(x) = \frac{1}{1+e^{-x}}$
3. Rectifiable Linear Unit (ReLU) $\rho(x) = max\{0, x\}$. 

Definition: Let \( d \in \mathbb{N} \) be the dimension of the input layer, \( L \) the number of layers, \( N_0 = d, N_\ell, \ell = 1, \ldots, L \) the dimensions of the hidden and last layer, \( \rho : \mathbb{R} \rightarrow \mathbb{R} \) a (non-linear) activation function, and, for \( \ell = 1, \ldots, N \) let \( T_\ell \) be the affine-linear functions

\[
T_\ell : \mathbb{R}^{N_{\ell-1}} \rightarrow \mathbb{R}^{N_\ell}, \quad T_\ell x = W^{(\ell)} x + b^{(\ell)}
\]

With \( W^{(\ell)} \in \mathbb{R}^{N_\ell \times N_{\ell-1}} \) being the weight matrices and \( b^{(\ell)} \in \mathbb{R}^{N_\ell} \) the bias vectors of the \( \ell \)-th layer. Then \( \Phi : \mathbb{R}^d \rightarrow \mathbb{R}^{N_L} \), given by

\[
\Phi(x) = T_L \rho \left( T_{L-1} \rho \left( \ldots \rho (T_1 (x)) \right) \right)
\]

is called (deep) neural network of depth \( L \).

An illustration of the multilayered structure of a deep neural network can be found in Figure 1.

**Figure 1:** Deep neural network \( \Phi: \mathbb{R}^4 \rightarrow \mathbb{R} \) with depth 5

**Application of a Deep Neural Network**

1- **(Train-test split of the dataset):** We assume that we are given samples \((x^{(i)}, y^{(i)})_{i=1}^m \) of inputs and outputs. The task of the deep neural network is then to identify the relation between those. For instance, in a classification problem, each output \( y^{(i)} \) is considered to be the label of the respective class to which the input \( x^{(i)} \) belongs. One can also take the viewpoint that \((x^{(i)}, y^{(i)})_{i=1}^m \) arises as samples from a function such as \( g : M \rightarrow \{1, 2, \ldots, K\} \), where \( M \) might be a lower-dimensional manifold of \( \mathbb{R}^d \), in the sense of \( y^{(i)} = g(x^{(i)}) \) for all \( i = 1, \ldots, m \). The set \((x^{(i)}, y^{(i)})_{i=1}^m \) is then split into a training data set \((x_i^{(i)}, y_i^{(i)})_{i=1}^m \) and a test data set \((x_i^{(i)}, y_i^{(i)})_{i=m+1}^N \). The training data set is—as the name indicates—used for training, whereas the test data set will later on only be exploited for testing the performance of the trained network. We emphasize that the neural network is not exposed to the test data set during the entire training process.

2- **(Choice of architecture):** For preparation of the learning algorithm, the architecture of the neural network needs to be decided upon, which means the number of layers \( L \), the number of neurons in each layer \( (N_\ell)_{\ell=1}^L \), and the activation function \( \rho \) have to be selected. It is known that a fully connected neural network is often difficult to train, hence, in addition, one typically preselects certain entries of the weight matrices \((W^{(\ell)})_{\ell=1}^L \) to already be set to zero at this point. For later purposes, we define the selected class of deep neural networks by \( \mathcal{N} \mathcal{N}_\theta \). With \( \theta \) encoding this chosen architecture.

3- **(Training):** The next step is the actual training process, which consists of learning the affine-linear functions \((T_\ell)_{\ell=1}^L = ((W^{(\ell)}) + (b^{(\ell)})_{\ell=1}^L \). This is accomplished by minimizing the empirical risk.

\[
\hat{R} \left( \Phi(W^{(\ell)}, b^{(\ell)}) \right)_\ell = \frac{1}{m} \sum_{i=1}^m \left( \Phi(W^{(\ell)}, b^{(\ell)})(x^{(i)}) - y^{(i)} \right)^2
\]

more general form of the optimization problem is min

\[
\min_{(W^{(\ell)}, b^{(\ell)})_{\ell}} \sum_{i=1}^m \mathcal{L} \left( \Phi(W^{(\ell)}, b^{(\ell)})(x_i) - y^{(i)} \right) + \lambda \mathcal{P} \left( (W^{(\ell)} + b^{(\ell)}) \right)
\]

Where \( \mathcal{L} \) is a loss function to determine a measure of closeness between the network evaluated in the training samples and the (known) values \( y^{(i)} \) and where \( \mathcal{P} \) is a penalty/regularization term to impose additional constraints on the weight matrices and bias vectors. One common algorithmic approach is gradient descent. Since, however, \( m \) is typically very large, this is computationally not feasible. This problem is circumvented by randomly selecting only a few gradients in each iteration, assuming that they constitute a reasonable average, which is coined stochastic gradient descent. Solving the optimization problem then yields a network \( \Phi(W^{(\ell)}, b^{(\ell)})_\ell : \mathbb{R}^d \rightarrow \mathbb{R}^{N_L} \), where

\[
\Phi(W^{(\ell)}, b^{(\ell)})_\ell(x) = T_L \rho \left( T_{L-1} \rho \left( \ldots \rho (T_1 (x)) \right) \right)
\]
4. **(Testing):** Finally, the performance (often also called generalization ability) of the trained neural network is tested using the test data set \((x(i), y(i))_{i=1}^m\) by analyzing whether,

\[
\Phi(W^{(t)}, b^{(t)})(x(i)) \approx y(i), i = m + 1 \ldots \tilde{m}.
\]
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