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ABSTRACT 

The study analyzed the Impact of Information Security Policies on security breach incidences in 

Kenyan Savings and Credit Cooperatives Societies (SACCOS).  Information is an important 

organizational asset that that is mainly vulnerable to attacks from user error, hackers and 

crackers, viruses and cyber criminals. This has resulted in loss of trillions of dollars around the 

world and over 4 billion shillings in East Africa.  The study investigated whether information 

security policies assist in preventing unauthorized individuals from accessing SACCOS’ 

sensitive information. The study looked at the relationship between dependent and independent 

variables.  The dependent variable was incidences of security breaches while the independent 

variables were investigation of the relationship between information security policy updates 

(frequency) and information security breach incidents.  The results of the study revealed that 

there is a weak relationship between information security policies and security breach incidences 

in the SACCOS sector.  The study results hope to add to the body of academic knowledge and 

practitioners in the SACCOS sector where information repository is a resource. 

INTRODUCTION 

With the evolution of the Internet and networks in organization, there is an immediate need for 

current security measures and polices to reduce the threats and challenges emerging from new 

technologies namely software application and network devices (Alshboul, 2010).  According to 

information security breaches survey conducted by PriceWaterhouse Coopers (PWC) in 

collaboration with InfoSecurity Europe (2013), indicate that the number of security breaches UK 

firms are encountering continue to increase.  The rise in security breaches is mostly witnessed in 
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small businesses which was only the case of large businesses.  The companies who are affected 

experience approximately 50 percent more breaches in 2013 as compared to a year ago. External 

attacks and inside threats are significant in most organizations. Attackers by outsiders such as 

criminals, hackers and competitors cause most security breaches in large businesses.  An average 

large business faces a significant attack every few days.  Small businesses were not targets of 

attackers but are also reporting increasing attacks reported in Information Security breaches 

survey, (2013). 

RESULTS AND DISCUSSION 

Table 3 shows the gender of respondents.  81.9 percent (59) of the respondents were males, 

while 18.1 percent (13) were females out of the total of 72 respondents 

 

Table 1: Frequency of Gender 

Gender Frequency Percent Valid Percent Cumulative 

Percent 

Valid 

Male 59 81.9 81.9 81.9 

Female 13 18.1 18.1 100.0 

Total 72 100.0 100.0  
 

Source: Research Data (2015) 

Table 4 displays the age of the respondents.  32 repondents were between the age 20-

30 with 44.4 percent, 34 between 31-40 with 47.2 percent,  and 6 between age 41-50 

with 8.3 percent out of the total of 72 respondents 

Table 2: Frequency of Age of Respondents 

Age Frequency Percent Valid Percent Cumulative 

Percent 

Valid 

20-30 32 44.4 44.4 44.4 

31-40 34 47.2 47.2 91.7 

41-50 6 8.3 8.3 100.0 

Total 72 100.0 100.0  

Source: Research Data (2015) 
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Table 5 shows the level of education of the respondents.  Diploma holders were 20.8 percent 

(15), Bachelors degree were 65.3 percent (47), Masters were 12.5 percent (9) and 1.4 percent (1) 

preferred not to answer. 

Table 3: Frequency of Education of Respondents 

Level of Education Frequency Percent Valid Percent Cumulative 

Percent 

Valid 

Diploma 15 20.8 20.8 20.8 

Bachelors degree 47 65.3 65.3 86.1 

Masters 9 12.5 12.5 98.6 

Prefer not to answer 1 1.4 1.4 100.0 

Total 72 100.0 100.0  

Source: Research Data (2015) 

Table 6 shows the number of years the respondents have worked.  Those respondents who have 

worked less than 1 year were 8.3 percent (6), between 1 and 2 years were 9.7 percent (7), 

between 2 and 3 years were 29.2 percent (21), between 3 and 4 years were 12.5 percent (9), those 

who have worked more than 4 years were 40.3 percent (29). 

 

Table 4:Frequency of the Number of Years worked 

Number of years worked Frequency Percent Valid 

Percent 

Cumulative 

Percent 

Valid 

Less than 1 year 6 8.3 8.3 8.3 

Between 1 and 2 years 7 9.7 9.7 18.1 

Between 2 and 3 years 21 29.2 29.2 47.2 

Between 3 and 4 years 9 12.5 12.5 59.7 

Above 4 years 29 40.3 40.3 100.0 

Total 72 100.0 100.0  

Source: Research Data (2015) 

Table 7 shows the various positions held by the respondents.  Chief Information Officer/Director 

had 22.2 percent (16), Chief Security Officer/Information had 2.8 percent (2), Security Officer 

1.4 percent (1), Privacy/Compliance Officer had 2.8 percent (2), Chief Executive Officer had 2.8 
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percent (2), Technician 2.8 percent (2), Database Administrators had 23.6 percent (17), Network 

Administrators had 12.5 percent (9), Data Entry Clerk had 1.4 percent (1), Other had 2.8 percent 

(2), System administrator had 25.0 percent (18). 

Table 5: Frequency of Job Title 

Job Title Frequency Percent Valid 

Percent 

Cumulative 

Percent 

Valid 

Chief Information 

Officer/Director 

16 22.2 22.2 22.2 

Chief Security 

Officer/Information 

2 2.8 2.8 25.0 

Security Officer 1 1.4 1.4 26.4 

Privacy/Compliance Officer 2 2.8 2.8 29.2 

Chief Executive Officer 2 2.8 2.8 31.9 

Technician 2 2.8 2.8 34.7 

Database Administrator 17 23.6 23.6 58.3 

Network Administrator 9 12.5 12.5 70.8 

Data Entry Clerk 1 1.4 1.4 72.2 

Other 2 2.8 2.8 75.0 

System administrator 18 25.0 25.0 100.0 

Total 72 100.0 100.0  

Source: Research Data (2015) 

Respondents were asked to state the privacy or security law their SACCOS complied with.  

Table 8 presents the results whereby 80.6 percent (58) respondents said their SACCOS complied 

with The Data Protection Bill 2012, those who complied with the Kenya Law Reform were 2.8 

percent (2), 6.9 percent (5) indicated that their SACCOS complied with PIPEDA, 9.7 (7) 

indicated that they did not Know the privacy or security Law their SACCOS complied with. 
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Table 6: Frequency of Privacy or Security Law Complied With 

Privacy/Security Law Frequency Percent Valid 

Percent 

Cumulative 

Percent 

Valid 

The Data Protection 

Bill 2012 

58 80.6 80.6 80.6 

Kenya Law Reform 

Commission 

2 2.8 2.8 83.3 

PIPEDA 5 6.9 6.9 90.3 

Do not know 7 9.7 9.7 100.0 

Total 72 100.0 100.0  

Source: Research Data (2015) 

4.4 Security Breach Incidences 

Under security breach incidences, respondents were asked to indicate an approximate number of 

occurrences of security threats reported by their SACCOS in the last two years.  Table 9 

indicates that 18.1 percent (13) reported that they have not been attacked by a Computer Virus, 

55.6 percent (40) indicated that they have been affected by a Computer virus with an occurrence 

from 1 to 5 times, 20.8 percent (15) said that they have been affected by a Computer virus from 6 

to 10 times, 5.6 percent (4) indicated that they have been affected by a Computer virus from 11 

to 14 times and no SACCOS reported a computer viruses greater than 14 times.  Computer 

viruses had a mean of 2.19 and a standard deviation of 0.929. 

 

The results for Hacking incident (external) shows that 91.7 percent (66) indicated that they have 

not been hacked externally.  8.3 percent (6) have been hacked externally from 1 to 5 occurrences; 

from 6 to 10, 11 to 14 and greater than 14 occurrences have not been hacked externally.  Hacking 

incident (external) mean is 1.08 and a standard deviation of 0.278. 

 

Under unauthorized access to/use of data (internal), 68.1 percent (49) have not had their internal 

employees access or use data without authorization, 29.2 percent (21) have had their internal 

employees access or use data without authorization from 1 to 5 times, 2.8 percent (2) have had 

their internal employees access or use data without authorization from 6 to 10 times.  

Occurrences from 11 to 14 and greater than 14 have not recorded any violations of unauthorized 

IJRDO - Journal of Computer Science and Engineering ISSN: 2456-1843

Volume-1 | Issue-3 | March, 2015 | Paper-15 114 



 
 

 

   

 JOURNAL OF COMPUTER SCIENCE AND ENGINEERING 

 

access or use of data by their internal employees. Unauthorized access to or use of data internally 

had a mean of 1.35 and a standard deviation of 0.535. 

 

Table 7: Security Threats Occurrences in the Last two Years 

Type of Breach Security Breach Incidences  

0 1-5 6-10 11-14 >14 Mean Std 

Deviation 

Computer virus 18.1% 

13 

55.6% 

40 

20.8% 

15 

5.6% 

4 

0% 

0 

 

2.19 

 

0.929 

Hacking incident 

(external) 

91.7% 

66 

8.3% 

6 

0% 

0 

0% 

0 

0% 

0 

 

1.08 

 

0.278 

Unauthorized access to / 

use of data (internal) 

68.1% 

49 

29.2% 

21 

2.8% 

2 

0% 

0 

0% 

0 

 

1.35 

 

0.535 

Theft of hardware / 

software 

77.8% 

56 

20.8% 

15 

1.4% 

1 

0% 

0 

0% 

0 

 

1.24 

 

0.459 

Computer-based fraud 61.1% 

44 

36.1% 

26 

2.8% 

2 

0% 

0 

0% 

0 

 

1.42 

 

0.550 

Human error 36.1% 

26 

36.1% 

26 

20.8% 

15 

1.4% 

1 

5.6% 

4 

 

2.04 

 

1.067 

Natural disaster 68.1% 

62 

29.2% 

9 

2.8% 

1 

0% 

0 

0% 

0 

 

1.15 

 

0.399 

Damage by disgruntled 

employee 

93.1% 

67 

4.2% 

3 

2.8% 

2 

0% 

0 

0% 

0 

 

1.10 

 

0.381 

Source: Research Data (2015) 

 

When the respondents were asked about the theft of hardware and/or software, 77.8 percent (56) 

reported that they had not recorded any theft, 20.8 percent (15) had recorded theft from 1 to 5 

occurrences, 1.4 percent (1) recorded occurrence from 6 to 10 times, from 11 to 14 and greater 

than 14 times had not recorded any incidents in their last two years.  A mean of 1.24 and a 

standard deviation of 0.535 were achieved. 

 

IJRDO - Journal of Computer Science and Engineering ISSN: 2456-1843

Volume-1 | Issue-3 | March, 2015 | Paper-15 115 



 
 

 

   

 JOURNAL OF COMPUTER SCIENCE AND ENGINEERING 

 

Computer-based fraud results indicated that 61.1 percent (44) repondents had not experienced 

Computer-based fraud, 36.1 percent (26) had an occurrence from 1 to 5 times, 2.8 percent (2) 

had recorded an occurrence from 6 to 10 times, and none had recorded  Computer-based fraud 

occurrences from 11 to 14 and greater than 14 times.  Computer-based fraud had a mean of 1.42 

and a standard deviation of 0.550. 

 

Under human error, 36.1 percent (26) of the respondents indicated that they had not recorded any 

incident.  The same 36.1 percent (26) was recorded 1 to 5 times.  20.8 percent (15) reported 

occurrences from 6 to 10 times, 1.4 percent (1) reported an occurrence from11 to 14 and 5.6 

percent (4) reported an occurrence greater than 14 times.  Human error had a mean of 2.04 and a 

standard deviation of 1.067.  This indicates that human error is a critical type of breach to most 

SACCOS.  

 

The results of natural disaster had 68.1 percent (62) of their respondents had not recorded any 

occurrences, 29.2 percent (9) had reported the occurrence from 1 to 5 times, 2.8 percent (1) had 

reported an occurrence from 6 to 10 times, from 11 times or more had not reported any 

occurrences of natural disaster.  A mean of 1.15 and standard deviation of 0.399 was obtained. 

 

Under damage by disgruntled employee, 93.1 percent (67) reported no occurrence, 4.2 percent 

(3) reported an occurrence from 1 to 5 times, 2.8 percent (2), from 11 and more occurrences 

reported no security breach incident. A mean of 1.10 and standard deviation of 0.381 was 

obtained from damage by disgruntled employee. 

 

4.5 Information Security Policies Updates 

Figure 2 presents the results of SACCOS written IT security policies.  The results indicate if IT 

security policies were created as a result of security incident/breach.  25 percent (18) strongly 

disagree, 13.9 percent (10) somewhat disagree, 8.3 percent (6) neither agree nor disagree, 26.4 

percent (19) somewhat agree and strongly agree.  The results indicate that 26.4 percent of the 

SACCOS in the study created their IT security policies as a result of a security incident/breach.   

 

Figure 1: Written IT Policies 
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Source: Research Data (2015) 

When asked about documentation of IT security policies, table 10 present the result set forth.  2.8 

percent (2) have not documented their IT security policies, 69.4 percent (50) takes years to 

document their IT security policies, 23.6 percent (17) takes months to document their IT security 

policy and 4.2 percent (3) did not know if their IT security policy was documented. 

Table 8: Documentation of IT Security Policies 

Documentation of IT security 

policies 

Frequency Percentage Cumulative Percentage 

Never 2 2.8 2.8 

Years 50 69.4 72.2 

Do not know 3 4.2 76.4 

Months 17 23.6 100 

Weeks 0 0  

Source: Research Data (2015) 

Respondent were asked how often IT security policy gets updated.  Table 11 present the result as 

follows 2.8 percent (2) do not update their IT security policies, 27.8 percent (20) updates every 

two years, 56.9 percent (41) updates every year 9.7 percent (7) updates less than one year and 2.8 

percent (2) did not know. 

Strong Disagree 

, 18, 25%

Somewhat 

Disagree , 10, 

14%

Neither Agree 

nor Disagree , 6, 

8%

Somewhat 

Agree , 19, 27%

Strongly Agree , 

19, 26% Strong

Disagree

Somewhat

Disagree

Neither Agree

nor Disagree

Somewhat

Agree

Strongly Agree
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Table 9: Frequency of IT Security Policy Updates 

IT Security Policies Updated Frequency Percentage Cumulative Percentage 

Never 2 2.8 2.8 

Every 2 years                                                                                          20 27.8 30.6 

Do not know 2 2.8 33.4 

Every year                                                                                              41 56.9 90.3 

Less than 1 year 7 9.7 100 

Source: Research Data (2015) 

In testing the hypotheses, Bivariate Correlations was employed.  The correlation test revealed the 

results of the relationship between information security policy updates (frequency) and 

information security breach incidents as indicated on table 18.  There is no statistical significant 

relationship between information security policy updates and security breach incidences because 

the r value is 0.048 and a p value of 0.692 therefore the study accepts the null hypothesis.  This 

means that SACCOS registered with SASRA need to reinforce their information security policy 

updates to curb the issue of security breach incidents and severity 

 

Table 10: Relationship between information security policies updates (frequency) and 

information security breach incidences 

Correlations 

. Security breach 

incidences 

Information 

security policies 

updates 

Security breach incidences 

Pearson Correlation 1 .048 

Sig. (2-tailed)  .692 

N 72 72 

Information security policy 

updates 

Pearson Correlation .048 1 

Sig. (2-tailed) .692  

N 72 72 

Source: Research Data (2015) 
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Table 19 presents the results of the relationship between industry best practices and information 

security breach incidents. The r value is -0.026 and p-value is 0.831 indicating there is no 

statistical significance between the variables.  The study as a result accepts the null hypothesis.  

Based on the results it is important for SACCOS to reinforce the use of best practices in running 

their operations. 

 

CONCLUSION 

The study results demonstrated no evidence of a statistically significant relationship between 

information security policy updates (frequency) and information security breach incidents within 

SACCOS.  This finding reinforces Doherty and Fulford (2005) findings of no significance 

statistical significance when they did an exploratory study on organizations in the UK.  

SACCOS’ respondent results indicated that when IT security policies were updated less often, 

incidence of computer viruses increased. The results demonstrated a significant but weak 

relationship in this regard among the respondent SACCOS. Further research is required to 

determine whether this increased incidence of computer viruses is attributable to a failure by 

SACCOS to update their information security policies as necessary to reduce the number of 

computer viruses with the SACCOS sector.   
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