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Abstract  

 
The PDGFR kinase subfamily exhibits a significantly more promiscuous capacity of binding to 

tested kinase inhibitors, both type-I and type-II, compared to INSR subfamily. Time dependent 

ensembles of both KIT and INSR apoenzymes, representing PDGFR and INSR subfamilies 

respectively, were generated using molecular dynamics (MD) experiments in order to seek 

explanations of the different overall binding attitudes of KIT and INSR. Topologically speaking, 

DFG-hinge distance tends to be shorter in INSR compared to KIT whereas the DFG-αC-helix 

distance fluctuates more significantly in INSR than in KIT. In terms of energetics, the binding 

area tends to be energetically more self-stabilizing in INSR relative to KIT. These results suggest 

that the binding area in INSR is different from that of KIT in topological, energetic, and dynamic 

terms with different overall tendency to bind to kinase inhibitors. The relevance of the 

assumptions, suggested by this study, to kinase drug discovery is also discussed. 
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Introduction  

Throughout the last two decades, the design of kinase targeted therapies, whether small 

molecules or antibodies, has been one of the most attractive approaches in achieving positive 

clinical impacts in several kinds of cancer and many other human diseases. Kinases are known to 

be linked to the pathophysiology, diagnosis and treatment of many kinds of cancer and are 

continuously implemented in developing novel and rational regimens not only for a given patient 

population, but also personalized based on an individual patient profile (Parikh, 2010; 

McDermott, 2009). 

Quite often considered as a challenge, the design of a selective kinase inhibitor, one small 

molecule that inhibits one kinase or a single kinase superfamily more potently than others, has 

been one of the major driving forces of understanding and solving the x-ray or the NMR-derived 

structure of many kinases (Morphy, 2010; Smyth, 2009; Knight, 2005). Because ATP acts as the 

main cofactor for all the kinases performing different biological roles, they evolved many 

differences in their protein target recognition domains while maintaining conservation of their 

catalytic binding area which is tailored to bind to ATP and trigger a phosphorylation cascade of 

their specific protein targets.  Accordingly, a small molecule kinase inhibitor, which is 

competing with ATP, is highly likely able to do so in the vicinity of the catalytic binding site of 

many rather than certain subset of kinases. Competing with ATP for kinases catalytic binding 
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areas categorizes a given inhibitor as a type-I kinase inhibitor (Huang, 2009). For ATP and a 

given type-I kinase inhibitor to bind potently with a given kinase catalytic area, the kinase needs 

to be chemically phosphorylated with significantly more DFG-in conformational ensembles; the 

side chain of the aspartic acid, starting the conserved DFG motif, extends towards the catalytic 

area whereas the side chain of the phenyl alanine, of the same motif, occupies the space between 

the DFG and the αC-helix.  Such a structural situation seems inevitable for ATP and type-I 

kinase inhibitors to bind reasonably (Kirkland, 2009). When kinases are chemically 

dephosphorylated, the equilibrium throughout the conformational space starts shifting towards 

DFG-out rather than DFG-in states. This shift restricts ATP and type-I kinase inhibitors from 

binding potently to the kinases catalytic area. However, such a change also exposes a 

hydrophobic area next to the catalytic domain found to be less conserved among different 

kinases and hence offers a chance for designing more selective ATP non-competitive inhibitors, 

called type-II kinase inhibitors, which basically lock their target kinases in their DFG-out state. 

(Eglen, 2010; Jacobs, 2008; Alton, 2008; Bogoyevitch,, 2007; Liu, 2006).  

The emergence of biochemically diverse highthroughput screening (HTS) technologies aiming at 

measuring the binding to or the inhibition of many kinases (phosphorylated or dephosphorylated) 

by several small molecules has helped generating datasets where patterns can be located and 

further studied (Milletti, 2010; Ma, 2008; Karaman, 2008; Bamborough, 2008; Federov, 2007).  

This report aims at explaining a very obvious pattern located in one of these HTS datasets in 

which dephosphorylated platelet derived growth factor receptor (PDFGR) subfamily members 

were found to globally as well as strongly bind to several type-I and type-II inhibitors compared 

to dephosphorylated insulin receptor (INSR) subfamily members (20 Karaman, 2008). In this 

report, we compared the binding area (BA) of both dephosphorylated KIT and dephosphorylated 
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INSR, as respective prototypes of PDGFR and INSR subfamilies, via analyzing time generated 

conformational ensembles using conventional molecular dynamics (MD) simulation 

experiments. The above comparison revealed interesting topological as well as energetic 

differences between the BA of KIT and INSR which can explain the difference in their overall 

promiscuity towards binding to type-I and type-II kinase inhibitors even without the inclusion of 

any kinase inhibitor in the study. 

1. Methods 

1.1 Computational models 

The protein data bank was used to obtain 1T45 and 1IRK models (Mol, 2004; Hubbard, 1994; 

Berman, 2000). As a model for the DFG-out conformation of KIT kinase domain, 1T45 was 

chosen because it doesn’t have any missing side chains and it has been recently selected in 

another MD study (Zou, 2008). All available dephosphorylated KIT x-ray structures have an 

incomplete kinase insert domain (KID) according to the technical difficulties brought by the 

bulky and charged KID during crystallization (Kani, 2009). However, the KID is still partially 

represented by 20 amino acids in 1T45.  The 1IRK x-ray structure represents the inactive 

conformation of INSR. Despite missing the side chains of several amino acids, 1IRK has been 

used successfully in a recent computational study (Vashisth, 2010). Missing side chains were 

added to the INSR model using DeepView (Guex, 1997). Since the juxtamembrane region was 

not consistent in both starting models, it was deleted to allow the systems to be as close as 

possible in terms of size and studied loops. All the sequences used in the sequence alignment 

were obtained from Uniprot database and aligned using ClustalX 2.1 software (UniProt C, 2010; 

Chenna, 2003). 
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1.2 Molecular dynamics 

MD experiments were conducted using Gromacs 4.5.2 software along with GROMOS96 43a1 

force field (Scott, 1999; van Gunsteren, 1996; Hess, 2008; Van der Spoel, 2005). GROMOS96 

43a1 force field was successfully used in simulating proteins in explicit solvent in several reports 

(Vreede, 2010; Senet, 2008). The starting structure of INSR was minimized in vacuum using 

steepest descent method for 1000 steps in order to relax the introduced side chains which were 

originally missing in the crystal structure (Arfken, 1995). Both INSR and KIT models were 

subjected to exactly the same computational treatment from this point on to the end of the 

analysis phase. Hydrogen atoms were treated as either virtual sites or heavy atoms which 

allowed the integration over a time step of 4 fs; a commonly used strategy to reduce the 

computational cost with negligible effects on the quality and the robustness of molecular 

dynamics (Feenstra, 1999; Sadiq, 2010; Chan, 2010; Bjelkmar, 2010). Each system was placed 

in a dodecahedron box with 1 nm distance between the protein and the edge of the box to allow 

for using periodic boundary conditions. Each protein was latter solvated using SPC water model 

known to be compatible with GROMOS96 force field (Berendsen, 1981). Both Na+ and Cl- ions 

were added in quantities enough to neutralize each system as well as maintaining a salt 

concentration of 0.15 M to simulate physiological and/or experimental buffer conditions.  

The two solvated systems were energy minimized using steepest descent method; a force cutoff 

equal to 1000 kJ/mol was assigned to end the minimization. The water molecules and ions were 

successfully equilibrated around the position-restrained protein in each system by conducting a 

single 200 ps equilibration phase under an isobaric-isothermal (NPT) ensemble of 300 K and 1 

bar. Temperature was maintained by the velocity-rescaling temperature coupling method 

whereas the pressure was equilibrated using weak coupling with Berendsen’s barostat with an 
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isothermal compressibility of 4.6 × 10-5 bar-1 and a coupling constant τP of 1 ps (Bussi, 2007; 

Berendsen, 1984). Equilibration was conducted 4 independent times with velocities randomly 

generated in each time which provided 4 equilibrated versions of each system, KIT and INSR, 

with respective 4 different starting velocities to serve as input to the production phase. The 

production phase was run 4 independent times, each of which was 20 ns long. MD trajectories 

were produced under similar conditions to those of the equilibration phase except for freeing the 

protein atoms during production by releasing the position-restraints implemented during 

equilibration. In both equilibration and production phases, the parallel version of LINCS, P-

LINCS, was used to constrain the bond lengths by setting an iteration of 1 and order of 6 because 

of using virtual sites along with larger time steps (Hess, 1997; Hess, 2008). Electrostatics were 

treated using PME (Particle-Mesh Ewald) with a short-range cutoff, rcoulomb, equal to 1 nm 

(Darden, 1993; Essmann, 1995). A grid neighborsearching was implemented using an rlist equal 

to 1 nm while a twin-range cutoff scheme was considered for the calculation of non-bonded 

interactions using a long range cutoff equal to 1.4 nm. Each simulation was run in parallel using 

a cluster of 5 processors, 2.66 MHz, allowing for a rate of 8.213 ns/day for the INSR system and 

7.452 ns/day for the KIT system. With such rate, the 8 independent 20 ns simulations, four for 

each kinase, were completed in less than three days.  

1.3 Analysis 

The analyses of the trajectories retrieved from the above MD experiments as well as generating 

the figures shown within this report were performed through the cross implementation of 

Gromacs 4.5.2 analytical tools, VMD 1.8.7, Carma 1.0 package, and gnuplot 4.4.0, VEGA 2.4.0, 

and GraphPad prism 5.04 software (Hess, 2008; Glykos, 2006; Pedretti, 2004; Humphrey, 1996). 

Analysis of any trajectory considered frames generated after the first two nanoseconds all the 
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way to the last frame in order to average properties only after the system has been allowed to 

lose the memory of its initial conditions. There are two scenarios implemented in treating 

independent trajectories of each system, KIT or INSR. In one scenario, the frames of the four 

independent trajectories of each system were all used to calculate a specific property whereas in 

the other one, properties were analyzed through individual trajectories. It will be specified 

throughout the results section which scenario is used. 

 
2. Results & Discussion  

Although the general principle stating that type-II inhibitors are usually more selective than type-

I, PDGFR subfamily members showed a non-selective behavior towards binding not only to 

type-II inhibitors, but also to many type-I kinase inhibitors (Karaman, 2008). As shown in Fig. 1, 

PDGFR subfamily displayed the highest promiscuity towards binding to the tested kinase 

inhibitors compared to other families whereas INSR displayed the least promiscuous behavior. 

According to this analysis, it can be argued that subfamilies like INSR and Tec (colored yellow 

in Fig 1) tend to be generally less promiscuous than PDGFR and Src subfamilies (colored red in 

Fig 1). It also seems plausible to question, according to the above analysis, whether some 

tyrosine kinase subfamilies tend to be intrinsically either less or more promiscuous than other 

subfamilies towards binding small molecule kinase inhibitors, both type-I and type-II.  

IJRDO-Journal of Biological Science                               ISSN: 2455-7676   

Volume-3 | Issue-11 | November,2017 | Paper-1 7         



 
 

IN
SR

Tec Eph Src

PDGFR

0

5

10

15

20

25
A

ve
ra

ge
 n

um
be

r 
of

in
te

ra
ct

io
ns

 p
er

 k
in

as
e

 

Figure 1 The average positive interaction observed for PDGFR, Src, Eph, Tec, and INSR tyrosine kinase 
subfamilies as retrieved from a reported HTS dataset [20]. Error bars represent standard deviation from the average 
value. 
 

Table 1 shows an illustration of the phenomenon of overall promiscuity via comparing the 

binding of 21 kinase inhibitors against KIT, as a representative of the more promiscuous PDGFR 

subfamily, versus INSR, as a representative of the less promiscuous INSR subfamily retrieved 

from the same dataset mentioned above (Karaman, 2008). Dephosphorylated KIT showed 

positive interactions, Kd ≤ 10 µM, with the 21 kinase inhibitors included in table 1. This 

tendency of KIT to bind to many type-II kinase inhibitors whereas INSR was incapable of 

comparably recognizing any could be justified by the general selectivity of type-II inhibitors. 

However, even for the four type-I kinase inhibitors recognized by INSR, the INSR-inhibitor Kd 

tends to be much higher than its respective KIT-inhibitor Kd reflecting an overall weaker ability 

of the dephosphorylated INSR to recognize not only type-II inhibitors but also type-I inhibitors 

compared to dephosphorylated KIT.  

Mutations of the gatekeeper position, preceding the hinge region, are known to affect the binding 

to kinase inhibitors; especially type-II (Huang, 2009; Blencke, 2003). Bulky gatekeeper residues 

impose a steric barrier for type-II inhibitors to access the allosteric hydrophobic area next to the 
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ATP-binding site (Gorre, 2001). Accordingly, the replacement of electrostatically attractive and 

sterically reasonable threonine gatekeeper in PDGFR subfamily by methionine present in INSR 

subfamily members can have a deleterious effect on the binding of type-II inhibitors. It was also 

recently reported that the number of residues connecting the hinge region and the αD-helix 

(called the specificity linker) can affect the hydrogen bonding pattern between a given kinase and 

a given inhibitor (Katayama, 2008). It is commonly known as well as reported recently that the 

variation of the binding cavity volume would affect the binding of ligands to their protein targets 

(Saranya, 2009).  

Table 1 The comparison of the binding of KIT and INSR to 21 kinase inhibitors as reported in a HTS dataset [20]. 
The values given are the Kd in nM. ΔΔGº (Kcal.mol-1) = R.T. ln [Kd(KIT) / Kd(INSR)] where R = 0.001985 
Kcal.mol-1.K-1 and T = 300°K.  
  

Kinase inhibitor Type  KIT    INSR   ∆∆G° 
 Sunitinib   I 0.37 500 -4.29 
 Dasatinib   I 0.62  > 10000 > -5.77 
 SU-14813   I 0.68 1200  -4.45 
 GW-786034   I 2.8 > 10000  > -4.87 
 CHIR-258/TKI-258   I 7.5 > 10000  > -4.28 
 Staurosporine   I 19 110 -1.05 
 PKC-412   I 220 > 10000  > -2.27 
 VX-680/MK-0457   I 240 630 -0.57 
 ZD-6474   I 260 > 10000 > -2.17 
 JNJ-7706621   I 1800 > 10000 > -1.02 
 CI-1033   I 7800 > 10000 > -0.15 
 ABT-869   II 2 > 10000 > -5.07 
 MLN-518   II 2.7 > 10000 > -4.89 
 AMG-706   II 3.7 > 10000 > -4.71 
 PTK-787   II 5.1 > 10000 > -4.51 
 AST-487   II 5.4 > 10000 > -4.48 
 Imatinib   II 14 > 10000 > -3.91 
 AZD-1152HQPA   II 17 > 10000 > -3.79 
 Sorafenib   II 31 > 10000 > -3.44 
 BIRB-796   II 170 > 10000 > -2.43 
CHIR-265/RAF-265   II 200 > 10000 > -2.33 
 

As illustrated by Fig. 2, the binding area (BA), generally targeted by either type-I or type-II 

kinase inhibitors, in both KIT and INSR is surrounded by four major structural elements; P-loop 

(sometimes called G-rich domain), αC-helix, hinge region (including also the gatekeeper residue 
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and the specificity linker), and the conserved DFG motif. The combination of the two binding 

sites of both type-I and type-II, throughout the current report, in one BA is intended for 

simplicity and based on that KIT is more promiscuous towards both type-I and type-II inhibitors. 

It is clear from the x-ray structure of KIT and INSR that their binding areas have close overall 

volume (Fig. 2). However, whether the similarity in the binding area volume between KIT and 

INSR is an intrinsic property that is maintained throughout the majority of their respective 

conformational spaces or an artifact of comparing two static x-ray structures resulted from 

crystallizing the two kinases under different conditions is a question that needs to be addressed 

by generating conformational ensembles via performing a conventional MD simulation 

experiments. 

 

Figure 2 The BA of KIT (IT45) and INSR (1IRK).  In both KIT (a) and INSR (b), P-loop is colored red, αC-helix is 
colored cyan, Hinge (including the gatekeeper and the specificity linker) is colored green, and the conserved DFG 
motif is colored yellow. The phenyl residue of the DFG motif is colored orange while being represented as balls and 
sticks. The KID domain in KIT is colored blue. The protein structure is represented by the New Cartoon graphical 
representation implemented in VMD. 	
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The current report uses MD experiments neither to study the activation process of kinases nor to 

explain the effect of point mutations on inhibitor binding. It implements MD simulations to 

generally compare the topological, energetic and dynamic traits of the binding areas of two 

kinases, one that is more promiscuous towards binding small molecules than the other. So far, 

such an analysis hasn’t been pursued in the discovery of kinase inhibitors or in understanding the 

molecular basis of kinases’ intrinsic promiscuity regardless of the structure of small molecule 

inhibitors. Although it may be considered as a simplistic approach, we only focused on the BA of 

each kinase during our analysis in order to yield assumptions relevant to the recognition of the 

small molecules.  

It was decided not to include kinase inhibitors in this study for many reasons. According to table 

1, it would be difficult to either choose a prototype inhibitor of the 21 structurally diverse 

inhibitors showing preferential binding to KIT compared to INSR or to run independent 

computationally demanding simulations of both kinases with and without many kinase inhibitors. 

Not only is the latter option not computationally affordable, but it would also require docking 

and predicting the binding mode of many inhibitors with either INSR or KIT with subsequent 

introduction of a lot of uncertainty before even starting running the MD simulations. Including 

any kinase inhibitor in the simulation would introduce more or less bias in the topological and 

energetic behavior of the two kinases which would interfere with accurately investigating the 

major aim of this study; why is dephosphorylated INSR generally less capable of recognizing 

both type-I and type-II inhibitors than dephosphorylated KIT? 

 
For each kinase, four independent 20 ns trajectories were produced, each starting from different 

initial velocity, in order to maximize the sampling of the conformational space of each kinase 

and increase the accuracy of the calculated properties in drawing conclusions. The time evolution 
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of the RMSD of the distances between the backbone atoms in each protein throughout each 

trajectory is illustrated in Fig. 3. Most of the trajectories start reaching equilibrium around after 2 

ns of the production and that is why properties are averaged after the start of the third ns in each 

one. The RMSD values don’t show severe distortions from the starting structure indicating the 

reliability of the trajectories to perform further analysis. 

 

Fig. 3 The RMSD (Å) of the distances between the backbone atoms in each trajectory. INSR trajectories are 
represented in different grades of red color whereas KIT trajectories are represented as different grades of blue 
color. 

 

In order to get a general feeling of the topological relations between the residues of the BA in 

each system, 2-dimensional distance maps were generated using all the frames retrieved from the 

four independent trajectories of each system so as to avoid any confusion that could be brought 

via comparing maps generated from eight trajectories (Fig. 4).   
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Figure 4 2-dimensional maps indicating: a) the average distance in Å between pairs of α-Carbons of the 37 residues 
comprising the binding area in KIT (above the diagonal) and INSR (below the diagonal) b) the RMSD from the 
average distance in Å between pairs of α-Carbons of the 37 residues comprising the binding area in KIT (above the 
diagonal) and INSR (below the diagonal). These distance maps were calculated based on analyzing the collective 
frames of the four independent trajectories. 

 

In terms of the average distances between the α-carbon atoms of the residues included in the BA 

of each system, KIT and INSR are very similar except for the average distances between the 

DFG motif and the hinge region which tend to be generally shorter in INSR than in KIT. 

Comparing the RMSD from the average distances in both systems exposed more fluctuations in 

the distances between the DFG and both the hinge and the αC-helix in INSR compared to KIT. 

The last notion markedly indicates that the DFG motif tends to be more flexible and hence 

exhibits more frequent fluctuations between approaching either the hinge region or the αC-helix 

in INSR; a topological pattern that is minimized in KIT. In order to confirm the observed 

differences deduced from the inspection of the 2-dimensional distance maps; the evolution of 

certain distances was recorded for each individual trajectory. As illustrated by Fig. 5, the 

distance between the center of mass of the phenyl group of the DFG motif and the center of mass 

of the hinge region tends to be shorter in INSR than in KIT as was observed from the 2-

dimensional distance map of the average distances.  
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Figure 5 The time evolution of the distance in Å between the center of the mass of the phenyl ring of the DFG motif 
and the center of mass of the hinge region. 

 

Fig. 6 compares the behavior of the distance between the phenyl group of the DFG motif and the 

αC-helix in the trajectories of INSR and KIT. It can be clearly observed that the DFG- αC-helix 

distance exhibits more fluctuations in INSR than in KIT confirming analysis of the 2-

dimensional map of the RMSD from the average distances provided above. The implications of 

these topological differences on the inherent ability of each BA to recognize and then bind to 

small molecule kinase inhibitors, type-I and type-II, are very straightforward. Shorter distances 

between the DFG motif and the hinge region should eventually translate into smaller volume 

available for binding type-I inhibitors exactly as was observed for INSR (table 1). Such shorter 

distance should also represent a bottleneck rendering the access of type-II inhibitors to their 

hydrophobic site, between the DFG and the αC-helix, more challenging.   
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Figure 6 The time evolution of the distance in Å between the center of the mass of the phenyl ring of the DFG motif 
and the center of mass of the αC-helix in a) INSR and b) KIT. 

 

Quite often reported in the literature, the rigidity of the host and/or the guest can be correlated to 

minimized entropic burdens on the recognition process between both and lead to higher affinity 

interactions (Zhong, 2000; Rekharsky, 2007; Chang, 2007; Mobley, 2009). The last common 

observation can raise a hypothesis that for two members of the same protein family, the 

flexibility inherent within each one’s BA should be more or less correlated with their respective 

affinity towards binding small molecule inhibitors. It can be accordingly claimed that the 

flexibility of the DFG motif, indicated by its significantly fluctuating distance from the αC-helix, 
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observed in the case of INSR would present a higher entropic cost for the interaction with type-I 

kinase inhibitors; an effect that tends to be more compromised in the case of KIT with a more 

rigid BA than in INSR.  

 

Figure 7 The analysis of the interaction energies between: a) the structural elements of the BA and the rest of the 
protein structure in INSR (red) and KIT (blue) b) the structural elements of the binding area in INSR (red) and KIT 
(blue) c) The whole BA and the rest of the protein in INSR (red) and KIT (blue). Error bars represent the standard 
deviation from the average energy value retrieved from the four independent trajectories. 

 

The trajectory averaged interaction energies of different elements within the BA altogether as 

well as between the BA and the rest of the protein are plotted in Fig. 7. The interaction energy is 

the total energy calculated by adding the short-range Coulomb (electrostatic) and both the short 

and the long-range Lennard-Jones (van Der Waals) energies. The p-loop and the αC-helix have 

significantly higher interaction (more negative energy) whereas the hinge region has 
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significantly lower interaction (less negative energy) with the rest of the protein in INSR 

compared to KIT (Fig. 7a). 

Central to the interaction with either type-I or type-II kinase inhibitor is the hinge region which 

serves as a common anchoring point to be recognized by either type. The observation that the 

interaction between the hinge region and the rest of the protein tends to be higher in KIT than in 

INSR prompted analyzing the hydrogen bonding pattern between the hinge region and the rest of 

the protein in both systems. It is important to notice that hydrogen bonds within the residues of 

the hinge region itself are not included within the above H-bond analysis. With a distance cutoff 

of 3.5 Å and an angle cutoff of 30°, 57 different hydrogen bonds were identified between the 

hinge region and the rest of the INSR with an average 5.991 hydrogen bonds per frame. On the 

KIT side, 77 different types of hydrogen bonds were identified between the hinge and the rest of 

the kinase with an average number of 9.903 hydrogen bonds per frame. Such a major difference 

in the average number of H-bonds can account for the enhanced interaction between hinge and 

the rest of the protein observed in KIT versus INSR. Twelve out of the additional 20 hydrogen 

bonds experienced by the hinge region in KIT encounters partnership with certain KID residues, 

757-760, as a structural loop totally absent in INSR. Eight out of the above mentioned 12 

hydrogen bonds were observed between the KID and the hydroxyl group of Y675 amino acid. 

Apparently, it seems that the coincident existence of the two hydrogen bonding capable 

structural features in KIT, neither exists in INSR, is a prerequisite for a network of hydrogen 

bonds which highly stabilizes the hinge region in KIT. Interestingly, it was found that both the 

KID and a tyrosine residue in position H5 exist not only in all PDGFR but also in 2 out of 3 

members of the also more promiscuous VEGFR subfamily. The overall higher promiscuity of 

PDGFR and VEGFR subfamilies can therefore be partially correlated to the availability of these 
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two structural features which lead to an overall rigidification of the hinge region. The higher 

interaction between the KID and the hinge region also plays an indirect role in expanding the BA 

of KIT compared to INSR. Higher hydrogen bonding frequency between the KID and the Y675 

helps push the hinge region farther away from the DFG motif and hence participates in enlarging 

the available volume for binding with type-I inhibitor and also allows for the entrance of type-II 

inhibitors to their target hydrophobic site. Again, the rigidity of the hinge region in KIT should 

impart less entropic burdens on recognizing both type-I and type-II inhibitors and becomes one 

of the hallmarks explaining KIT’s overall promiscuity. Calculation of the interaction energy 

within the BA elements in each system also revealed a very interesting feature that differentiates 

the BA of KIT from INSR; the BA tends to be more energetically stable in INSR relative to KIT 

by about 15 Kcal/mol (Fig. 7b). The last notion represents a significant enthalpic contribution to 

the process of ligand binding given the fact that for the tested kinase inhibitors, the range of 

∆∆G° comparing the binding affinity to KIT versus INSR is highly likely to lie within the above 

difference (table 1).  These energy measurements indicate that the BA in INSR could be more 

energetically self-sufficient in contrast to that of KIT. It was also found that the interaction 

energy between the BA and the rest of the protein in both systems is within the same range (Fig. 

7c). The latter notion supports our rationally focused analysis on the BA in both kinases 

considering recognition of small molecules. 

We now use the above analysis to investigate two different mechanisms of molecular recognition 

among kinases and their small molecule binders; conformational selection and induced-fit 

theories.  All the above topological and energetic MD-based observations can postulate that KIT 

exists in certain conformational ensembles that are intrinsically more hospitable towards binding 

small molecules and hence becomes more promiscuous than INSR whose conformational 

IJRDO-Journal of Biological Science                               ISSN: 2455-7676   

Volume-3 | Issue-11 | November,2017 | Paper-1 18         



 
 

ensembles are generally less topologically competent and more energetically self-satisfying. That 

is to say, small molecule kinase inhibitors are highly likely to be able to select for more 

accommodating conformers in the vicinity of KIT rather than INSR. However, it is known that 

thermodynamically oriented conformational selection is not the only theory established for 

molecular recognition. It would be unbiased to also consider the induced fit theory which is 

another kinetically oriented approach explaining molecular recognition. Such theory simply 

states that a given protein binding site could further optimize the interaction with a bound ligand 

via moving its flexible parts and orienting its side chains. Whether one theory may prevail over 

another or both team together in the control of a given protein-ligand recognition scenario is still 

a matter of scientific debate (Boehr, 2009). The above study attempted to offer what could be 

called experimentally (table 1) and computationally (MD analysis) supported assumptions to 

explain why and how a given kinase could be more promiscuous towards binding to small 

molecule inhibitors than another. The above binding site oriented MD analysis revealed both 

thermodynamically as well as kinetically oriented justifications of why and how KIT can interact 

more favorably with several structurally diverse small kinase inhibitors than INSR. However, the 

overall experimentally supported higher promiscuity of KIT versus that of INSR may shift in the 

opposite direction if the kinase inhibitor chemical space is further explored and entirely different 

kinase binding capable scaffolds become incorporated into future HTS analyses.  

The above drawn postulations seem very pertinent to the process of early phase design of kinase 

inhibitors. For instance, it could be argued that if a research team is interested in discovering 

selective small molecule kinase inhibitors, it may be easier to discover selective 

dephosphorylated PDGFR subfamily inhibitors that don’t recognize dephosphorylated INSR 

members. On the other side, it may be more challenging to design selective dephosphorylated 
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INSR subfamily inhibitors that don’t interact with dephosphorylated PDGFR members. As a 

consequence, exploring other remote sites within the kinase domain may actually offer better 

opportunities to selectively target INSR or other less promiscuous subfamilies without affecting 

PDGFR or other more promiscuous families. If targeting the allosteric binding site of the 

dephosphorylated form usually allows the relatively easier design of selective PDGFR subfamily 

inhibitors, it may be possible to design selective INSR inhibitors by targeting the same allosteric 

binding site in the phosphorylated rather than in the dephosphorylated form; a direction that 

conflicts in principal with the conventional belief in designing selective inhibitors by targeting 

the dephosphorylated kinase.

Here we have highlighted the potential importance of considering the selectivity problem from 

the perspective of the kinase target, which translates to careful consideration of target kinase 

selection in a drug discovery program. 
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