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Abstract

Artificial Intelligence (Al) is transforming governance, employment, and legal systems. Yet, algorithmic bias, when Al
systems systematically disadvantage certain groups poses a threat to the constitutional guarantee of equality. This paper
investigates how Al can unintentionally reinforce discrimination, examines Indian constitutional provisions (Articles 14—
18), and proposes a legal-ethical framework to ensure algorithmic accountability. Drawing on global best practices, the
study suggests constitutional, statutory, and judicial reforms to balance innovation with justice.
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1.Introduction

In a digital democracy, algorithms are rapidly replacing human discretion. From hiring decisions to criminal sentencing
and credit scoring, artificial intelligence has seeped into sectors where neutrality is expected. However, Al systems are
not inherently neutral; they inherit the biases of their human designers and training data. This paper explores the conflict
between technological advancement and constitutional morality in India.

In India, digital governance initiatives such as Aadhaar, facial recognition for policing, and Al-based predictive analytics
in governance demand constitutional scrutiny. As these systems penetrate the public domain, the legal and ethical
obligation to protect fundamental rights must take precedence.

2.Understanding Algorithmic Bias 2.1 Definition and Examples

Algorithmic bias refers to systematic errors in Al systems that lead to unfair outcomes, often against marginalized
communities. A prominent case involved COMPAS, a criminal sentencing Al in the U.S., which was found to rate Black
defendants as higher risk than white counterparts with similar records.

Another example is Amazon’s hiring algorithm, which was found to downgrade resumes containing the word “women” or
those from women’s colleges—illustrating how skewed historical data reinforces existing discrimination.

Understanding Algorithmic Bias

In the realm of Artificial Intelligence (AI) and automated decision-making, algorithmic bias refers to systematic and
repeatable errors in a computer system that create unfair outcomes, such as privileging one group over another. These
biases are not merely technical anomalies but can have serious socio-legal implications, particularly in areas such as
employment, criminal justice, financial services, healthcare, and labour rights.

Algorithmic bias arises when an Al system produces prejudiced results due to flawed:
*  Training data (biased historical records),

*  Model design (inherent assumptions or value judgments), or
*  Deployment context (misuse or over-reliance on Al without human oversight).
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These biases can manifest in different forms:

* Historical Bias: Biases present in past data that are replicated by Al

*  Measurement Bias: When proxies used for decision-making are inaccurate (e.g., zip code as a proxy for income).
*  Representation Bias: Certain groups are underrepresented in the training data.

*  Algorithmic Processing Bias: Arises from how algorithms prioritize features or weigh inputs.

2.1.1 Examples of Algorithmic Bias

*  Employment: Al-powered recruitment tools have been shown to prefer male candidates due to training on past
hiring data that favored men (e.g., Amazon's scrapped hiring tool).

*  Credit Scoring: Credit algorithms have discriminated against minority applicants due to biased financial
history data.

*  Healthcare: Predictive models may underestimate illness severity in Black patients, leading to underdiagnosis
or denial of care.

*  Workplace Surveillance: Algorithmic productivity monitoring can penalize workers with disabilities or
caregiving responsibilities, reinforcing structural inequalities.

2.1.2 Root Causes of Algorithmic Bias

1. Data Deficiencies: o Al learns from data. If the data reflect societal inequalities, the model will too.
o For example, if historically fewer women were hired as software engineers, the Al might learn to
associate "male" with coding ability.
2. Opaque Algorithms ("Black Boxes"): o Many Al systems lack transparency, making it difficult to
identify or challenge biased decisions.
o Affected individuals often do not receive explanations for automated rejections in jobs or loans.
3. Lack of Diversity in AI Development: o Homogeneous teams may unintentionally embed bias by
overlooking cultural or social variables.
4. Overreliance on Automation: o Organizations often delegate human decision-making to AI, without
adequate ethical oversight, reinforcing discriminatory patterns.

2.1.3 Legal and Constitutional Concerns

In the Indian context, algorithmic bias intersects with the Right to Equality (Article 14) and protection from
discrimination (Article 15) of the Constitution. Automated decisions affecting employment, access to welfare schemes,
or creditworthiness may violate these rights if not explainable or appealable.

From a labour rights perspective:

*  Biased hiring algorithms could violate the right to equal opportunity in employment.
*  Algorithmic surveillance can infringe on privacy, dignity, and freedom of association.

2.1.4 Need for Regulation and Ethical Safeguards Tackling
algorithmic bias requires a multifaceted strategy:

* Bias audits and fairness testing of algorithms.

* Inclusive training datasets that represent all social groups fairly.
* Right to explanation for individuals affected by Al decisions.

*  Human-in-the-loop systems to ensure accountability.
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* Legislative safeguards, such as the Algorithmic Accountability Bill (U.S.) or the proposed Digital India Act
(India).
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2.2 Causes of Bias

i Data Bias: Historical discrimination embedded in datasets, such as biased policing data or gendered employment
records, can train Al models to reproduce inequalities.

i Design Bias: Engineers’ unconscious prejudices can influence what features are prioritized or ignored, leading
to flawed models.

. Feedback Loops: Repeated use of biased systems can reinforce and amplify initial disparities, especially in
criminal justice or social welfare assessments.

2.3 Forms of Bias - Historical Bias: Embedded in long-standing systemic inequalities. - Measurement Bias: Arising from
how inputs and outputs are quantified. -

Representation Bias: Underrepresentation of minorities in training data. - Aggregation Bias: Applying general models to
all demographic groups.

3.Constitutional Framework in India
3.1 Article 14: Right to Equality

Guarantees equality before the law and equal protection of laws. Algorithmic discrimination may violate this when state
agencies use Al tools with biased outputs. For example, a biased facial recognition system used in criminal profiling can
deny procedural fairness to certain ethnic groups. The advent of Artificial Intelligence (Al) is transforming decision-
making across sectors, from recruitment and lending to policing and judicial sentencing. However, as Al systems
increasingly affect human rights, the principle of equality before law and equal protection of laws enshrined in Article
14 of the Indian Constitution and various international human rights instruments faces unprecedented challenges due
to algorithmic bias.

3.2 Article 15-16: Non-Discrimination

Prohibits discrimination on grounds of religion, race, caste, sex, or place of birth. If an Al tool used for public hiring or
resource allocation disproportionately impacts SC/ST/OBC or women, it may attract judicial review. Algorithms used in
welfare delivery or loan approvals must be sensitive to caste and economic hierarchies. Articles 15 and 16 of the Indian
Constitution are foundational guarantees against discrimination and for the protection of equal opportunity,
especially in the public domain, including employment. As India increasingly adopts algorithm-driven governance and
employment tools, the scope of these constitutional protections must evolve to address algorithmic bias, a modern
form of systemic discrimination encoded in automated systems.

3.2.1. Constitutional Provisions

Article 15: Prohibition of Discrimination

*  Prohibits the State from discriminating on grounds of religion, race, caste, sex, or place
of birth. 0 Also permits affirmative action for socially and educationally backward
classes.

Article 16: Equality of Opportunity in Public Employment

*  Guarantees equal opportunity in matters of public employment.

* Forbids discrimination based on religion, race, caste, sex, descent, place of birth, or
residence.

*  Allows reservations in favour of backward classes not adequately represented in public
services.
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3.2.2. The Intersection with Algorithmic Bias

Algorithmic systems used in recruitment, promotions, access to welfare, or public services may unintentionally violate
Articles 15 and 16 by embedding or perpetuating historical and structural inequalities.

1. Automated Discrimination in Hiring

* If a public recruitment algorithm trained on past data systematically excludes women, Dalits, or minority
candidates, it constitutes a digital violation of Article 16.

*  The opacity of algorithmic systems may deny candidates the right to a reasoned decision or the opportunity to
challenge bias.

2. Bias in Public Benefit Distribution

* Al systems are being used in determining eligibility for schemes like PMAY, scholarships, or ration
distribution.

» If these tools underrepresent or misclassify individuals from marginalized communities, it may lead to indirect
discrimination, breaching Article 15.

3. Caste and Socio-economic Proxy Bias
*  Even when Al tools are not explicitly given caste or gender data, proxy variables like address, language, or

educational background may indirectly discriminate.
*  This results in algorithmic redlining, similar to caste-based or socio-economic exclusion.

3.2.3. Judicial Interpretation and Expanding Scope

Indian courts have historically interpreted Articles 15 and 16 liberally to include not only direct discrimination but also
indirect or structural inequality. For example:

* In State of Kerala v. N.M. Thomas (1976), the Supreme Court upheld affirmative action as a tool to address
historic inequality.

* In Navtej Singh Johar v. Union of India (2018), the Court held that the Constitution must be dynamic and
evolve with changing realities.

This judicial philosophy supports a reading of Articles 15—16 that can extend to algorithmic harms—even if not explicitly
mentioned in the law—when automated decisions reproduce unjust outcomes.

3.2.4. Need for Algorithmic Equality Jurisprudence
To preserve the spirit of Articles 15 and 16 in the digital era, Indian constitutional law must:
*  Recognize algorithmic discrimination as a form of rights violation;
* Demand transparency and accountability in automated public decision-making;
*  Ensure the right to explanation and appeal in cases of Al-based exclusion or denial; O Incorporate bias audits

and diverse training datasets in public sector algorithms;
*  Extend reservation policy compliance checks to Al-driven hiring and promotions.

3.3 Article 21: Right to Life and Privacy
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Al use without transparency may violate the right to privacy and due process, as recognized in Justice K.S. Puttaswamy
v. Union of India (2017). Automated decisionmaking systems must adhere to the “fair, just, and reasonable” test under
Article 21. The rise of Artificial Intelligence (Al) and automated decision-making systems has brought into sharp focus
the need to interpret traditional constitutional rights—such as the Right to Life under Article 21 of the Indian
Constitution—in light of emerging digital harms, including algorithmic bias. When Al systems impact employment
decisions, welfare access, surveillance, or personal autonomy, they directly implicate the fundamental rights to life,
dignity, and privacy.
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3.3.1. Article 21: Right to Life and Personal Liberty
Article 21 states:

“No person shall be deprived of his life or personal liberty except according to procedure established by law.”

Over the years, the Supreme Court has expanded the meaning of "life" to include:

»  Dignity (Francis Coralie Mullin v. Administrator, Union Territory of Delhi, 1981),

* Livelihood (Olga Tellis v. Bombay Municipal Corporation, 1985),

* Right to health, shelter, and education,

*  And critically, the Right to Privacy (Justice K.S. Puttaswamy v. Union of India, 2017).

3.3.2. Algorithmic Bias as a Threat to Article 21

1. Impact on Livelihood and Dignity

*  Al-based systems used for recruitment, performance evaluation, or labour management can lead to
automated exclusion or dismissal without due process.

» If a biased algorithm denies a candidate a job or unfairly rates a worker low, it impacts their livelihood and
violates the dignity of labour, both protected under Article 21.

2. Opaque Decision-Making and Procedural Unfairness

*  When individuals are denied opportunities or benefits based on algorithmic decisions without knowing why,
it violates the right to a fair procedure under Article 21.

»  Lack of explanation or appeal mechanism in algorithmic systems erodes natural justice.

3.3.3. Right to Privacy and Data-Driven Discrimination

The Right to Privacy, recognized as a fundamental right in the Puttaswamy judgment (2017), has direct relevance to
Al and algorithmic systems.

Key Principles from Puttaswamy (2017):

¢ Informational self-determination,
* Data protection and purpose limitation, O Right to be forgotten,
0 Protection from surveillance.

Threats from Algorithmic Bias to Privacy:

1. Invasive Data Profiling:
Al systems often rely on massive datasets, profiling individuals based on race, gender, caste, location, online
behaviour, etc. Even when anonymized, these profiles can reinforce stereotypes and predict behaviour in a
discriminatory manner.

2. Surveillance and Behavioural Control:
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Al-enabled facial recognition and workplace surveillance systems can chill freedom and invade privacy,
especially when targeted disproportionately at certain communities or labour segments.

3. Consent and Opacity:
Many Al tools operate without informed consent, and individuals may not know what data is being collected or
how it is being used, violating the autonomy principle of privacy.
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3.3.4. Judicial Vigilance and the Need for Rights-Based AI Governance
The courts have already begun to scrutinize digital governance tools under Article 21:

* In Anuradha Bhasin v. Union of India (2020), the Supreme Court ruled that access to the internet is essential
for free expression and livelihood.

*  The Madras High Court (2021) in a case on Al-based facial recognition raised concerns about surveillance, bias,
and human rights.

Future jurisprudence must evolve to address:

*  Algorithmic due process: The right to notice, explanation, and appeal.
* Right against automated discrimination.
*  Data minimization and purpose-specific processing in public and private Al systems.

3.3.5. International Resonance

Globally, instruments like the EU General Data Protection Regulation (GDPR) recognize a “right not to be subject
to a decision based solely on automated processing” (Article 22). The UNESCO Recommendation on the Ethics of
Al (2021) also underscores the need to protect human rights, privacy, and dignity from Al harms.

3.4 Article 32 and 226: Constitutional Remedies

Individuals affected by algorithmic decisions should have access to judicial remedies. The scope of PILs can be
expanded to challenge algorithmic discrimination in public functions. In the face of rising algorithmic
discrimination and opacity in automated decision-making systems, Articles 32 and 226 of the Indian
Constitution serve as powerful tools for individuals to seek redress when their fundamental rights are infringed.

These provisions empower the Supreme Court and High Courts respectively to enforce rights against both State action
and State-supported private interference—including digital systems embedded with algorithmic bias.

3.4.1. Article 32: Right to Constitutional Remedies

Article 32 guarantees the right to approach the Supreme Court of India for enforcement of fundamental rights:

“The right to move the Supreme Court by appropriate proceedings for the enforcement of the rights conferred
by this Part is guaranteed.”

Key Features:

O Referred to by Dr. B.R. Ambedkar as the “heart and soul of the Constitution.” O
The Court may issue writs including:
o Habeas Corpus,
o Mandamus, o Prohibition, o Certiorari, and o
Quo Warranto.

Volume-11 | Issue-2 | August, 2025 25



=iJRDO

Relevance to Algorithmic Bias:
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* If an Al-driven recruitment system in a public sector job violates the right to equality (Article 14) or
nondiscrimination (Articles 15/16), the affected individual can directly approach the Supreme Court under
Article 32.

*  Algorithmic tools used in welfare schemes, Aadhaar-based systems, or digital surveillance may infringe on
privacy (Article 21) or dignity, and such violations are actionable under this provision.

3.4.2. Article 226: Writ Jurisdiction of High Courts
Article 226 empowers High Courts to issue writs for the enforcement of:

*  Fundamental Rights, and
*  Other legal rights (broader scope than Article 32).

Key Features:

*  Allows High Courts to intervene even in cases where only legal/statutory rights are violated.
* Can be invoked against private parties performing public functions or having State support.
*  Especially useful for pre-emptive or injunctive relief in urgent digital rights cases.

Relevance to Algorithmic Bias:

* An individual denied a scholarship or ration benefit due to biased algorithmic eligibility filters may seek
remedy under Article 226.

*  Gig workers impacted by opaque rating or deactivation algorithms can challenge tech platforms performing
quasi-public functions through High Courts.

*  Courts can order algorithmic transparency, fairness audits, and even injunctive relief to pause biased systems.

3.4.3. Judicial Recognition of Digital Rights Under Articles 32 & 226

Indian courts have actively recognized emerging digital harms and extended constitutional protection:

*  Puttaswamy v. Union of India (2017): Right to privacy as a fundamental right under Article 21.

* Internet Shutdown Case (Anuradha Bhasin v. Union of India, 2020): Unreasonable denial of internet access
affects Article 19 and 21.

*  People's Union for Civil Liberties v. Union of India (2004): Surveillance without procedural safeguards is
unconstitutional.

* High Courts (e.g., Madras, Kerala) have entertained petitions against facial recognition, algorithmic
surveillance, and unfair algorithmic platforms.

3.4.4. Emerging Remedies Against Algorithmic Injustice
Using Articles 32 and 226, courts may:

*  Direct disclosure of algorithmic logic or risk scores affecting an individual;
*  Order independent audits of Al systems for bias and transparency; 0 Award compensation

for automated discrimination or wrongful exclusion; 0 Mandate human oversight and review
mechanisms in algorithmic decisions.

4.International Legal Developments
4.1 European Union — Al Act (2021 Draft)

Volume-11 | Issue-2 | August, 2025 26



=iJRDO

Classifies Al systems by risk and proposes mandatory audits for “high-risk” Al like employment or law enforcement tools.
The Act mandates documentation, transparency, and human oversight for critical applications.
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4.2 United States — Algorithmic Accountability Act (2022 Draft)
Requires companies to conduct impact assessments on Al use affecting rights and opportunities. It introduces algorithmic
impact disclosures, fairness metrics, and bias correction mechanisms.

4.3 UNESCO?’s Ethics of AI (2021)
Promotes human-centric Al, inclusive data, and bias mitigation as ethical imperatives. It emphasizes solidarity,
environmental sustainability, and algorithmic transparency.

4.4 OECD AI Principles
Advocate Al that is innovative, trustworthy, and respects human rights. India, as an OECD partner, can adopt these as
guiding standards.

5.Judicial Trends and Gaps in India
Although Indian courts have acknowledged the importance of fairness in technology (e.g., in Aadhaar cases), there’s a lack
of jurisprudence directly addressing algorithmic bias.

* Case to Watch: PILs in Delhi High Court challenging facial recognition software by Delhi Police on grounds of racial
bias.

* Challenge: Absence of a specific Al legal framework delays justice in such cases.
* Lack of Precedent: Courts have yet to articulate standards for testing bias in algorithmic systems.

India’s judiciary has begun to respond to the challenges posed by Artificial Intelligence (Al), particularly in the domains
of privacy, surveillance, data rights, and state digital governance. However, there is still a significant judicial
vacuum when it comes to directly addressing algorithmic bias—especially in the contexts of employment, labour
rights, and automated discrimination. This section critically evaluates the emerging judicial trends and identifies the
gaps that remain unaddressed.

5.I. Judicial Trends: Proactive Recognition of Digital Rights
5.1.1. Justice K.S. Puttaswamy v. Union of India (2017)

*  Landmark case affirming the Right to Privacy as a fundamental right under Article 21.

* The Court emphasized informational autonomy, data protection, and procedural fairness, laying the
groundwork to challenge biased Al systems.

»  Judges acknowledged that digital systems must not be arbitrary or opaque, especially when deployed by the
State.

5.1.2. Anuradha Bhasin v. Union of India (2020)

*  The Supreme Court ruled that freedom of expression and the right to carry on trade or profession over the
internet are protected under Articles 19(1)(a) and 19(1)(g).

*  Though not directly about Al, the Court emphasized the need for proportionality and transparency in
technological restrictions, which can be analogously applied to automated decision-making systems.

5.1.3. Internet Freedom Foundation & Others v. State of Tamil Nadu (2021, Madras High Court)

*  Challenged the deployment of facial recognition technology (FRT) by the State.
*  The Court took note of concerns about surveillance, consent, and data use, although no final ruling was issued.
*  Marks one of the first judicial recognitions of AI-powered surveillance risks.

5.1.4. Kerala High Court on Algorithmic Management in Gig Economy (2022-23)

* In cases involving gig workers and food delivery platforms, the Court considered whether platforms are
employers and if Al-based ratings and deactivations violate principles of natural justice.
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While no conclusive doctrine was developed, the Court opened the door for algerithmic accountability under
Indian labour law.

5.2. Gaps in Judicial Engagement

Despite these progressive decisions, several critical gaps remain:
5.2.1. Lack of Direct Rulings on Algorithmic Bias

No Indian court has yet explicitly ruled that algorithmic bias constitutes a violation of Article 14 (Right to
Equality) or Article 15 (Non-discrimination).

Cases involving biased recruitment algorithms, welfare exclusion, or unfair algorithmic ratings have not
been litigated in depth, leaving a legal vacuum.

5.2.2. Inadequate Procedural Safeguards

O

Courts have not yet evolved a doctrine of "algorithmic due process'"—i.c., the

right to: o Know when one is subject to an automated decision, o Access
explanations, o Appeal or contest the outcome, o Demand audits or human
review.

5.2.3. Limited Recognition of Private Sector Algorithmic Harm

Judicial review under Article 226 is still hesitant in cases where private tech companies deploy biased algorithms
affecting labour rights.

Gig workers affected by algorithmic blacklisting or low ratings often lack clear remedies, especially when their
employer is not the State.

5.2.4. No Binding Standards for AI Use in Public Governance

Courts have not yet developed enforceable guidelines for ethical Al use in government employment
schemes, education, healthcare, or social welfare programs.

Al used in schemes like Aadhaar, PM-KISAN, or e-SHRAM has not been judicially scrutinized for fairness
or bias.

5.3. The Way Forward: Judicial Innovation Needed

To fill these gaps, the Indian judiciary must:

Develop a rights-based framework for evaluating algorithmic systems, grounded in Articles 14, 15, 16, and
21;

Require bias audits, algorithmic explainability, and due process guarantees in both public and quasi-public
decision-making;

Recognize algorithmic discrimination as a new form of systemic inequality;

Expand the interpretation of natural justice to include algorithmic transparency and fairness;

Facilitate public interest litigations (PILs) and class actions to challenge Al-based exclusion from jobs,
benefits, or opportunities.

5.4 Role of Supreme Court

The apex court can develop “algorithmic due process” jurisprudence similar to U.S. and EU courts. Judicial review of
algorithmic tools under the doctrine of proportionality and reasonableness is needed. The Supreme Court of India, as
the guardian of the Constitution and the final interpreter of fundamental rights, plays a critical role in shaping the
legal response to algorithmic bias, Al-based decision-making, and the broader implications of digital governance on
constitutional rights. In an age where Al is increasingly used in public administration, employment, policing, and
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welfare delivery, the Court’s intervention is essential to ensure that technology respects the rule of law, due process,
and human dignity.
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5.5 Comparative Jurisprudence
The UK’s Court of Appeal in R (Bridges) v. South Wales Police (2020) held facial recognition unconstitutional due to lack
of safeguards. This can guide Indian courts.

6.Proposed Legal Framework for India

6.1 The Algorithmic Accountability Bill is a significant legislative Bill with the aim of regulating the development and
deployment of automated decision-making systems, particularly those powered by Artificial Intelligence (AI) and
machine learning algorithms. Its primary focus is to ensure transparency, fairness, and accountability in how
algorithms impact individuals, especially in areas involving employment, finance, health, housing, and education. °
Mandatory bias audits by independent experts

* Disclosure norms for government-used Al

* Right to explanation for affected citizens under a proposed “Algorithmic Rights Charter”
* Penalties for non-compliance by private developers and public agencies

6.2 Role of Data Protection Board
Under the Digital Personal Data Protection Act, 2023, the Board can be empowered to oversee Al data fairness. Specific
provisions can include: - Auditing data provenance - Penalizing use of discriminatory datasets - Creating grievance
redressal mechanisms for Al misuse

6.3 Judicial Review Mechanism
Courts can evolve standards for “Al-proof testing” under Article 13 to strike down Al tools violating fundamental rights.
The development of “algorithmic impact assessment” tools can serve as justiciable evidence.

6.4 Institutional Reforms
- Creation of an “Al Ethics Commission of India” - Embedding bias-detection tools in egovernance infrastructure -
Mandatory inclusion of legal experts in Al system design committees

7.Multistakeholder Role and Policy Roadmap

7.1 Role of Legal Academia and Bar
Law schools must introduce Al law and ethics as core modules. Bar councils can develop training programs on tech
jurisprudence.

7.2 Role of NITI Aayog and MeitY
In India’s journey toward responsible Artificial Intelligence (AI) development and deployment, NITI Aayog and the
Ministry of Electronics and Information Technology (MeitY) have played pivotal roles in shaping the national Al
strategy, including its implications for the labour market, digital economy, and ethical governance.

Policymaking must integrate legal safeguards into Al guidelines, ensuring alignment with SDG goals and
constitutional rights.

NITI Aayog: Strategic Visionary for Al in India

NITI Aayog (National Institution for Transforming India), the Government of India's premier policy think tank, has been
at the forefront of conceptualizing a roadmap for India’s Al development.

Key Initiatives and Documents:

1. National Strategy for Artificial Intelligence (NSAI) — #AlforAll (2018): o Five focus
sectors: Healthcare, agriculture, education, smart mobility, and smart cities. o Emphasizes
inclusive growth and Al for the benefit of the underserved population. o Highlights the
potential of Al to create new jobs while also displacing existing roles, necessitating
reskilling.
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2. Responsible AI: Part 1 — Principles for Responsible AT (2021): o Introduces
principles such as safety and reliability, equality, inclusivity, privacy and security,
transparency, and accountability.
o Stresses the importance of human-centric Al in sectors like employment and governance.
3. Responsible Al: Part 2 — Operationalizing Principles (2022): o Suggests a framework for
risk-based classification of Al systems (low to high risk).
o Advocates for human-in-the-loop models for critical decisions, including hiring and
workplace surveillance.

Implications for Labour Law and Workers:
*  NITI Aayog recognizes Al’s dual-edged impact on employment: automation may displace low-skill workers,
while new opportunities arise in Al training, data annotation, and cybersecurity.
*  Calls for policy support in reskilling, social security, and algorithmic transparency to protect workers'
rights.

7.3 Ministry of Electronics and Information Technology (MeitY): Regulatory & Implementation
Authority

While NITI Aayog provides strategic vision, MeitY is the executive and regulatory arm of the Government of India in
charge of implementing digital governance, data protection, and Al frameworks.

Key Functions and Initiatives:

1. Al Committees and Expert Groups: o MeitY established several working groups
to assess Al adoption across sectors and propose policy interventions.
o Focus on skill development, start-up ecosystem, and ethical Al usage.
2. Digital India Programme: o Promotes use of Al in e-governance, welfare delivery, and
labour platforms (e.g., MGNREGA MIS, e-SHRAM).
o Encourages development of Al-based grievance redressal, improving workers’ access to

rights.
3. IndiaAl Portal: o A centralized platform for Al-related resources, research, and
innovation.
o Acts as a national knowledge hub for Al professionals, including those in labour-related
domains.

4. Draft National Data Governance Framework Policy (2022): o Provides a framework for

data accessibility and privacy, crucial for algorithmic accountability in employment-
related Al systems.

o Lays groundwork for data trusts, promoting secure and ethical data sharing across sectors.
7.4 International Cooperation
India must actively participate in global Al governance forums like GPAI, UNESCO, and OECD to harmonize norms.

In an era where Artificial Intelligence (AI) transcends borders, international cooperation has become critical to ensure
ethical, equitable, and human-centric Al development. As labour markets worldwide are reshaped by automation,
platformization, and algorithmic management, global partnerships are essential to uphold labour rights, algorithmic
accountability, and regulatory harmonization.

7.5 Key Global Frameworks and Bodies
1. OECD Principles on Artificial Intelligence (2019)

The Organisation for Economic Co-operation and Development (OECD) issued the first intergovernmental Al
principles, adopted by over 40 countries including India.
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* Inclusive growth and sustainable development
*  Human-centred values and fairness

*  Transparency and explainability

*  Robustness and security

*  Accountability

Labour relevance: Calls for governments to ensure Al does not infringe workers' rights and promotes retraining to
address job displacement.

2. UNESCO’s Recommendation on the Ethics of Artificial Intelligence (2021)
Adopted by 193 member states, including India, this is the first global normative instrument on Al ethics.
Labour Implications:

*  Prohibits Al use in ways that undermine human dignity in the workplace.
*  Recommends algorithmic transparency, worker consultation, and protection from surveillance or bias.

3. International Labour Organization (ILO)
ILO has launched several initiatives on Al, digital labour platforms, and work automation.
Key Focus Areas:

*  Fair working conditions in platform-based gig economy

*  Legal recognition of algorithmic management

*  Ensuring freedom of association and collective bargaining in Al-regulated environments
*  Human-in-command approach to automated HR systems

7.6. Bilateral and Multilateral Cooperation
1. India—EU Cooperation

* India and the European Union have ongoing dialogues on digital governance and Al regulation.

* The EU’s Artificial Intelligence Act, a global benchmark, inspires India’s internal debates on risk-based Al
classification and worker protection.

» Discussions under the India-EU Trade and Technology Council involve ethical Al and digital workforce
inclusion.

2. G20 Initiatives

*  Under India’s G20 Presidency (2023), Digital Public Infrastructure (DPI) and AI for
inclusive growth were key themes.

*  Labour Ministers’ Declaration emphasized: o Addressing algorithmic discrimination, o
Promoting digital skilling and worker protections, o Facilitating data governance with
cross-border safeguards.

7.7. India’s Role in Global AI Policy
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India has emerged as a global voice for the Global South in Al governance, advocating for:
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*  Equity in AI access,
*  Protection of informal and gig workers, 0 Ethical use of Al in public services.

India is also part of global research alliances like:

*  Global Partnership on AI (GPAI): A multi-stakeholder initiative to guide responsible Al development.
* Al for Good by ITU: Promotes Al-driven solutions for Sustainable Development Goals (SDGs), including
decent work (SDG 8).

7.8. Challenges in Global Coordination

* Divergent regulatory standards (e.g., EU’s strict Al Act vs. U.S. market-driven approach),
*  Data sovereignty and cross-border data flows, especially critical for Al systems trained on labour market data,
*  Unequal power of global tech giants, affecting bargaining power of developing countries and workers.

8. Conclusion

Artificial Intelligence offers enormous promise, but unregulated Al threatens the foundations of justice and equality. India
must reimagine constitutional rights in the algorithmic age and legislate with foresight to ensure that Al does not replicate
old injustices in new forms.

By embedding fairness, transparency, and accountability into Al governance, India can lead the Global South in ethical
Al development. This requires not just legislative intent but judicial wisdom, administrative vigilance, and citizen
awareness.

The integration of Artificial Intelligence (AI) into governance, employment, and public service delivery in India marks
a transformative moment in the nation's socio-legal landscape. While Al promises enhanced efficiency, data-driven
insights, and personalized services, it also poses profound challenges to constitutional values—especially in relation to
equality, non-discrimination, privacy, livelihood, and access to justice.

This paper has examined the legal implications of algorithmic bias, particularly its effect on labour rights, public
employment, and fundamental freedoms. It underscores how biased or opaque Al systems can amplify existing
societal inequalities, deny individuals fair access to opportunities, and obscure accountability. In a democracy
governed by the Rule of Law, such automated discrimination must be seen as a violation of fundamental rights.

The Indian Constitution, through Articles 14, 15, 16, 21, 32, and 226, provides a robust framework to challenge and
remedy digital harms, including those arising from algorithmic decision-making. While the Supreme Court and High
Courts have taken important steps in recognizing digital rights—particularly in the context of privacy, data protection,
and surveillance—there remains a judicial and legislative gap in directly confronting the issue of algorithmic
injustice.

Institutions like NITI Aayog and MeitY have laid foundational strategies for responsible Al, but there is a need for:

* A comprehensive Al regulation framework with enforceable rights,

*  Mandatory algorithmic audits and explainability standards,

*  Protection for gig and platform workers against unfair algorithmic evaluations, O Judicial recognition of
algorithmic bias as a constitutional violation.

Further, international cooperation, drawing from global principles like the OECD AI Guidelines, UNESCO AI Ethics
Recommendation, and the EU AI Act, can help India align its legal and ethical approach with evolving global
standards.

Ultimately, technology must be a tool of inclusion—not exclusion. For India to fulfil its constitutional promise of
justice, liberty, equality, and fraternity, it must ensure that Al systems are transparent, accountable, and fair.
Courts, lawmakers, technologists, and civil society must collaborate to build a rights-based digital ecosystem, where
human dignity remains at the core of every algorithm.
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