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Abstract. In this paper, we first investigate the constructions of permutation polynomials
of the shape G(X)⊕γTr(H(X))) over F2n . A mapping function which transforms a Boolean
function on n variables to a univariate function over F2n is provided. On basis of the mapping
function, we put forward two methods for constructing two classes of univariate functions
over F2n . Further, two classes of permutation polynomials of the shape G(X)⊕γTr(H(X)))
can be obtained using the two classes of univariate functions. At last, based on the one-to-
one correspondence between Boolean permutations and Maiorana-McFarland’s (M-M) bent
functions, we propose an algorithm to compute the algebraic normal form (ANF) of a 2k-
variable M-M bent function from its truth-table. The complexity of this algorithm is much
smaller than that of the Butterfly algorithm which is directly used to compute the ANF of
a 2k-variable M-M bent function from its truth-table.

Keywords : Boolean function, bent function, linear structure, permutation polynomial,
linearized polynomial, Trace

1 Introduction

Boolean permutations are used in various different areas and play an important role in the
security of cryptosystems. Their most prominent cryptographic applications include the
analysis and design of S-boxes in block ciphers. For example, the S-box used in the design
of the Advanced Encryption Standard (AES) is a Boolean permutation on 8 variables.
The researches on Boolean permutations are paid much attention [7–10]. Charpin and
Kyureghyan [11] studied the permutation polynomials of the shape

F (X) = G(X)⊕ γTr(H(X))) (1)

over F2n . They showed that the considered problem is related to finding Boolean functions
with linear structures (in terms of linear structures, we can see [12].) and then presented
some classes of permutation polynomials by using Boolean functions with linear struc-
tures. These were generalized in [13], where F (X) ∈ Fpn [X], p is any prime number. In
addition, Charpin and Kyureghyan [13] used the univariate variables represent to charac-
terize the functions assuming a linear structure. However, the characterization of linear
structure of a function over the finite fields becomes difficult as soon as its the expression
includes more than two terms. For some specific types of Boolean function,the study of
permutation polynomials over Fpn [4–6] has great helped. Recently, Charpin and Sarkar
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[14] fully characterized the bilinear polynomial with linear structure and then presented
a class of permutation polynomials of the type (1) over F2n . Moreover, they showed the
relation between a Maiorana-McFarland’s (M-M) bent function with an affine derivative
and a polynomial with a linear structure.

Bent functions are the most famous Boolean functions since they achieve the upper
bound on nonlinearity [15]. Bent functions play an important role in the design and analysis
of stream ciphers [16] in that they resist linear attacks in the best manner [3, 15]. Although
many concrete constructions of bent functions are known [1, 2, 17, 18], the general structure
of bent functions is still unclear. In particular a complete classification of bent functions
seems hopeless today and it can therefore be useful to focus on special families. When
effective constructions are considered, there are two main classes of bent functions, the
M-M class and the partial spreads (PS) class.

The M-M class of bent functions was first proposed by Maiorana and McFarland
[19]. Based on Walsh-Hadamard matrices (Sylvester-type Hadamard matrices), Preneel

et al. [20] have presented the truth-tables of all the 22
k
(2k!) M-M bent functions on 2k

variables since 1990. However, the ANF of a 2k-variable M-M bent function has not been
simply obtained for large k in that Butterfly algorithm [21] to compute the ANF of an 2k-
variable Boolean function from its truth-table requires O(2k22k) time. Currently, Butterfly
algorithm is still the best algorithm for computing the ANF of a Boolean function from its
truth-table. We also know that the complexity of the ANF of a function is coherent with
its algebraic complexity, i.e., its implementation with and/xor gates. In addition, the
algebraic degree of a Boolean function can be directly characterized by its ANF. Hence,
it is important to efficiently propose the ANFs of the M-M bent functions.

In this paper, we study the constructions of permutation polynomials of the shape
G(X)⊕ γTr(H(X))) over F2n and present a algorithm for computing the ANFs of M-M
bent functions. Firstly, we present a mapping function which transforms a Boolean function
on n variables to a univariate function over F2n . Moreover, based on the presented mapping
function, we propose tow methods for constructing two classes of univariate functions with
a linear structure. In addition, we show that

1. For n odd, 22
n−1

permutation polynomials of type (1) over F2n can be obtained, where
G(X) = X(X ⊕ 1). In addition, the permutation polynomials presented in [14, Propo-
sition 5] belong to the set of the 22

n−1
permutation polynomials.

2. If n is odd, then 22
n−1−1 permutation polynomials of type (1) over F2n can be obtained

for any permutation polynomial G(X); If n is even, then 22
n−1+1 − 1 permutation

polynomials of type (1) over F2n can be obtained for any permutation polynomial
G(X).

At last, it is shown that the computational complexity of this algorithm is O(k(k + 1)2k)
which is much smaller than that of Butterfly algorithm.
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2 Preliminaries

Let F2n be the finite field of 2n elements. For any set E, we will denote E\{0} by E∗ and
the cardinality of E by ‖E‖. Any polynomial F (X) ∈ F2n [X] defines a function

F : F2n → F2n

x 7→ F (x)

which is called the associated function of F (X). Recall that any function of a finite field
into itself is a given by a polynomial. Throughout the paper, we identify a polynomial
with its associated function. The weight of an integer is the Hamming weight of the 2-
adic expression of the integer. The degree of a polynomial F (X) defined over F2n is the
maximum of weights of the exponents of X in F (X). In addition, a permutation polynomial
over F2n defines a bijective function from F2n to itself.

For any k dividing n, the function Trnk : F2n → F2k is defined as

Trnk (x) = x⊕ x2k ⊕ x22k ⊕ . . .⊕ x2k(n/k−1)
, x ∈ F2n .

it will be denoted by Tr(x) when k = 1.

Definition 1 Let m and n be positive integers. Let F : F2n → F2m. For a ∈ F2n, the
function DaF given by

DaF (x) = F (x)⊕ F (x⊕ a)

is called the derivative of F in the direction of a. Further, a ∈ F ∗2n is said to be a linear
structure of F if the function DaF is constant. a ∈ F ∗2n is said to be an affine derivative
of F if the function DaF is an affine function.

By definition, it is clear that if a ∈ F2n is a linear structure of F , then

F (x)⊕ F (x⊕ a) = F (0)⊕ F (a) = c, for all x ∈ F2n ,

where c ∈ F2m . a is called c-linear structure of F .
Let Fn

2 denote the vector space of 2n binary n-tuples. The vector space Fn
2 can easily

be identified to the field F2n . This is done by choose a basis {α1, . . . , αn} for F2n over F2.
Then an element x ∈ F2n can be described as

⊕n
i=1 xiαi, i.e., we can identify x to the

n-tuple
(x1, x2, . . . , xn) ∈ Fn

2 .

The number of nonzero xi’s is the Hamming weight of (x1, x2, . . . , xn), denote by wt(x1, x2,
. . . , xn), and any function f : Fn

2 → F2 is an n-variable Boolean function. Let Bn be the
set of all n-variable Boolean functions from Fn

2 to F2. The Hamming weight wt(f) of a
Boolean function f ∈ Bn is the weight of its truth-table. The Hamming distance d(f, g)
between two Boolean functions f and g is the Hamming weight of their difference f ⊕ g.

Any Boolean function on n variables has a unique representation as a multivariate
polynomial over F2, called the algebraic normal form(ANF), of the special form:

f(x1, . . . , xn) =
⊕

I⊆{1,2,...,n}
aI
∏
i∈I

xi

IJRDO - Journal of Computer Science and Engineering                                  ISSN: 2456-1843

Volume-5 | Issue-3 | March,2019 3



where the aI ∈ F2. The terms
∏

i∈I xi are called monomials. The algebraic degree deg(f)
of a Boolean function f equals the maximum degree of those monomials whose coefficients
are nonzero in its algebraic normal form. A Boolean function is affine if it has degree at
most 1. The set of all affine functions is denoted by An. An affine function with constant
term equal to 0 is called a linear function. Any linear function on Fn

2 is denoted by
ω · (x1, . . . , xn) = ω1x1 ⊕ . . .⊕ ωnxn where ω = (ω1, . . . , ωn) ∈ Fn

2 .

Definition 2 Let x = (x1, . . . , xn) ∈ Fn
2 . An (n, n)-function φ(x)=(φ1(x), φ2(x), . . . , φn(x))

is called a Boolean permutation if the number of solutions (x) of φ(x) = a is exactly 1
for any a ∈ Fn

2 , where φ1, . . . , φn are its coordinate Boolean function.

It is well known that there exists a simple divide-and-conquer Butterfly algorithm [21]
to compute the ANF of a Boolean function from its truth-table (or vice-versa). In what
follows, we first introduce this algorithm.
Butterfly algorithm: For every u = (u1, u2, . . . , un) ∈ Fn

2 , the coefficient au of
∏

i∈u xi
in the ANF of f equals ⊕

(x1,...,xn−1)�(u1,...,un−1)

[f(x1, . . . , xn−1, 0)] if un = 0 and⊕
(x1,...,xn−1)�(u1,...,un−1)

[f(x1, . . . , xn−1, 0)

⊕ f(x1, . . . , xn−1, 1)] if un = 1,

where (x1, x2, . . . , xn) � u if and only if sup(x1, x2, . . . , xn) ⊆ sup(u), sup(u) = {i|ui 6= 0}.
Hence if, in the truth-table of f , the binary vectors are ordered in lexicographic or-
der, with the bit of higher weight on the right (for instance), the table of the ANF
equals the concatenation of those of the (n− 1)-variable functions f(x1, . . . , xn−1, 0) and
f(x1, . . . , xn−1, 0)⊕ f(x1, . . . , xn−1, 1). We deduce the following recursive algorithm:

1. write the truth-table of f , in which the binary vectors of length n are in lexicographic
order as described above;

2. let f0 be the restriction of f to Fn−1
2 × {0} and f1 the restriction of f to Fn−1

2 × {1};
the truth-table of f0 (resp. f1) corresponds to the upper (resp. lower) half of the table
of f ; replace the values of f1 by those of f0 ⊕ f1;

3. apply recursively step 2, separately to the functions now obtained in the places of f0
and f1.

When the algorithm ends (i.e., when it arrives to functions on one variable each),
the global table gives the values of the ANF of f . The computational complexity of this
algorithm is O(n2n).

3 Permutation Polynomials With Linear Structure

The permutation polynomials of shape

F (X) = G(X)⊕ γTr(H(X)),
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where G(X), H(X) ∈ F2n [X] and γ ∈ F2n , have been studied in [11, 13, 14]. In this section
we describe two classes of such permutation polynomials. Before that, we first present two
theorems in the following.

Theorem 1 Let (y1, . . . , yn) ∈ Fn
2 and x ∈ F2n. Let ψ be a mapping which satisfies

ψ

( ⊕
I⊆{1,2,...,n}

aI
∏
i∈I

yi

)
=

⊕
I⊆{1,2,...,n}

aI
∏
i∈I

x2
i−1
, (2)

where the aI ∈ F2. Let h(y1, . . . , yn) ∈ Bn and H(x) = ψ(h(y1, . . . , yn)). We have

h(y1, . . . , yn)⊕ h((y1, . . . , yn)⊕ 1) = c

for all (y1, . . . , yn) ∈ Fn
2 (i.e., 1 is a c-linear structure of h(y1, . . . , yn)) if and only if

H(x)⊕H(x⊕ 1) = c

for all x ∈ F2n, where c ∈ F2, 1 = (1, . . . , 1) ∈ Fn
2 .

Proof. Without loss of generality, we set h(y1, . . . , yn) =
⊕

I⊆{1,2,...,n}
aI
∏
i∈I

yi. Thus, we have

H(x) =
⊕

I⊆{1,2,...,n}
aI
∏
i∈I

x2
i−1

. Furthermore,

h((y1, . . . , yn)⊕ 1) =
⊕

I⊆{1,2,...,n}
aI
∏
i∈I

(yi ⊕ 1), (3)

and
H(x⊕ 1) =

⊕
I⊆{1,2,...,n}

aI
∏
i∈I

(x⊕ 1)2
i−1
. (4)

We also know that F2n is a finite field with characteristic 2. Therefore, (x ⊕ 1)2
i−1

=
x2

i−1 ⊕ 1. Moreover, the Equation (4) can be represented as follows:

H(x⊕ 1) =
⊕

I⊆{1,2,...,n}
aI
∏
i∈I

(x2
i−1 ⊕ 1). (5)

Combining Eqs. (3) and (5), we know that

H(x)⊕H(x⊕ 1) = c

if h(y1, . . . , yn)⊕ h((y1, . . . , yn)⊕ 1) = c for all (y1, . . . , yn) ∈ Fn
2 , and Vice Versa.

Next, we discuss the properties of the Boolean functions which have a nonzero linear
structure.

Theorem 2 Let h(y1, . . . , yn) ∈ Bn and S = {(y1, . . . , yn)|h(y1, . . . , yn) = 1}. Let S̃ =
{(y1, . . . , yn)⊕ 1|h(y1, . . . , yn) = 1}. Then,

1. S = S̃ if and only if the vector 1 is a 0-linear structure of h(y1, . . . , yn).
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2. S ∪ S̃ = Fn
2 if and only if the vector 1 is a 1-linear structure of h(y1, . . . , yn).

Proof. Clearly, S̃ = {(y1, . . . , yn)|h(y1 ⊕ 1, . . . , yn ⊕ 1) = 1}.

1. According to the definitions of S and S̃, it is obvious that S = S̃ if and only if
h(y1, . . . , yn) = h((y1, . . . , yn)⊕ 1) for all x ∈ Fn

2 .

2. From the definitions of S and S̃, we know that ‖ S ‖=‖ S̃ ‖. If S ∪ S̃ = Fn
2 , then

‖ S ‖=‖ S̃ ‖= 2n−1 and S ∩ S̃ = ∅. For any vector α ∈ Fn
2 , we have α ∈ S or

α ∈ S̃, that is, h(α)⊕ h(α⊕ 1) = 1. Conversely, if the vector 1 is a 1-linear structure
of h(y1, . . . , yn), i.e., h(y1, . . . , yn) ⊕ h((y1, . . . , yn) ⊕ 1) = 1. Further, we know that
h((y1, . . . , yn)⊕1) = h(y1, . . . , yn)⊕ 1 and wt(h(y1, . . . , yn)) = wt(h((y1, . . . , yn)⊕1)).
By the definitions of S and S̃, we have S ∪ S̃ = Fn

2 .

3.1 Permutation Polynomials from Boolean Functions with a 1-linear
Structure

Let G(X) = L(X) be a linearized polynomials over F2n . In this subsection, we present
a class of permutation polynomials over a finite field. In [11], a class of permutation
polynomials was presented by Charpin and Kyureghyan.

Proposition 1 [11, Lemma 4] Let L : F2n → F2n be a linear 2-to-1 mapping with kernel
{0, α} and H : F2n → F2n. If for some γ ∈ F2n the mapping

N(x) = L(x)⊕ γTr(H(x))

is a permutation of F2n, then γ does not belong to the image set of L. Moreover, for such
an element γ the mapping N(x) is a permutation if and only if α is a 1-linear structure
of Tr(H(x)).

Based on Proposition 1, Charpin and Sarkar [14] presented a fact as follows.

Corollary 1 [14] Let H : F2n → F2n be a mapping. If H(x) has a linear structure α, then
α is also a linear structure Tr(H(x)). Moreover, if α is a 1-linear structure of Tr(H(x)),
then

N(x) = x(x⊕ α)⊕ γTr(H(x))

is a permutation with linear structure α, where Tr(γ/α2) 6= 0.

Note that γ does not belong to the image set of x(x ⊕ α) in that Tr(γ/α2) 6= 0 (i.e.,
x2 ⊕ αx⊕ γ 6= 0 for any x ∈ F2n).

The next result is a direct consequence of Proposition 1 and Corollary 1.

Corollary 2 Let n be odd and H : F2n → F2n be a mapping. If 1 is a 1-linear structure
of H(x), then

N(x) = x(x⊕ 1)⊕ γTr(H(x)) (6)

is a permutation which has 1 as a γ-linear structure, where Tr(γ) 6= 0.
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Proof. Clearly, 1 is a 1-linear structure of Tr(H(x)) in that n is odd. From Proposition
1 and Corollary 1, N(x) is a permutation, that is, N(X) is a permutation polynomial
over F2n . In addition, N(x)⊕N(x⊕ 1) = γ(Tr(H(x)⊕H(x⊕ 1)) = γ, so 1 is a γ-linear
structure of N(x).

In the sequel, we put forward a method to construct a class of functions such that they
satisfy a stringent condition given in Corollary 2.

From Theorem 1 and Theorem 2, the Boolean function H(x) such that H(x)⊕H(x⊕
1) = 1 can be easy direct constructed as we show now.

Construction 3 Let n be a positive integer.

Step 1 Set i = 1, S = ∅ and M = ∅;
Step 2 For i = i+ 1, choose y(i) in Fn

2 \M ;

Step 3 Set M = M ∪ {y(i), y(i) ⊕ 1}, S = S ∪ {y(i)};
Step 4 If i < 2n−1, goto Step 2; otherwise goto Step 5;

Step 5 Let S be the support set of h (i.e., S = {(y1, . . . , yn)|h(y1, . . . , yn) = 1}). Compute
the ANF of h(y1, . . . , yn) by using the Butterfly algorithm;

Step 6 Present the function H(x) by using the mapping φ defined as in Theorem 1.

At the end, we can construct a function H(x) which has 1 as a 1-linear structure.

Theorem 4 Let n be odd. Then we are able to obtain 22
n−1

permutation polynomials of
type (1) over F2n

Proof. We know that Fn
2 =

⋃
i=1,2,...,2n−1

{
y(i), y(i) ⊕ 1

}
, where y(i) 6= y(j) and y(i)⊕1 6= y(j)

if i 6= j. Therefore, there are 22
n−1

different sets S such that S ∪ S̃ = Fn
2 since there are

two possibilities for any pairs {y(i), y(i) ⊕ 1}. That is to say, based on Theorem 2 and
Construction 3, we are able to construct 22

n−1
functions over F2n , which have a 1-linear

structure. By Corollary 2, we are able to obtain 22
n−1

permutations of type (6) over F2n

for n odd. Then, 22
n−1

permutation polynomials of type (1) over F2n can be obtained.

Remark 1 For n odd, there are 2n affine functions on n variables such that 1 is their 1-
linear structure. Thus, among the constructed 22

n−1
functions over F2n, there are 22

n−1−2n

functions which are not affine functions over F2n and satisfy a stringent condition given
in Corollary 2.

In [14, Proposition 5], we know N(x) = x(x⊕1)⊕γTr(H(x)) is a permutation, where
H(x) = xs ⊕ x2

n−1
(xs ⊕ (x ⊕ 1)s ⊕ 1), γ satisfies Tr(γ) 6= 0, and 1 ≤ s ≤ 2n − 2.

From Theorem 1, it is obvious that the permutations presented in [14, Proposition 5] are
particular cases of permutations in Theorem 4.

Example 1 Let (y1, y2, . . . , y5) ∈ F 5
2 . According to Construction 3, we obtain a set S =

{(0)2, (3)2, (5)2, (6)2, (8)2, (14)2, (15)2, (18)2, (19)2, (20)2, (21)2, (22)2, (24)2, (27)2, (29)2, (30)2,
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where (l)2 denotes the binary expression of integer l < 32 (i.e., (5)2 = (0, 0, 1, 0, 1)). By
using Butterfly algorithm, we get the ANF of h(y1, . . . , y5) as follows:

h(y1, . . . , y5) =y5y4y3y2 ⊕ y5y4y3y1 ⊕ y5y4y2y1 ⊕ y5y4y1
⊕y5y3y2y1 ⊕ y5y3y2 ⊕ y4y3y2y1 ⊕ y4y3y1
⊕y4y2y1 ⊕ y5y4 ⊕ y5y1 ⊕ y5 ⊕ y3 ⊕ y2 ⊕ y1 ⊕ 1.

Further, by using the mapping φ defined as in Theorem 1, we have

H(x) =x30 ⊕ x29 ⊕ x27 ⊕ x25 ⊕ x23 ⊕ x22 ⊕ x24 ⊕ x17
⊕x16 ⊕ x15 ⊕ x13 ⊕ x11 ⊕ x4 ⊕ x2 ⊕ x1 ⊕ 1.

Thus, we present a permutation polynomial G(X) = X(X ⊕ 1) ⊕ γTr(H(X)) over F2n,
where

H(X)=X30 ⊕X29 ⊕X27 ⊕X25 ⊕X23 ⊕X22 ⊕X24 ⊕X17

⊕X16 ⊕X15 ⊕X13 ⊕X11 ⊕X4 ⊕X2 ⊕X1 ⊕ 1.

3.2 Permutation Polynomials from Boolean Functions with a 0-linear
Structure

Let G(X) be a permutation polynomial over F2n . In [11], a class of permutation polyno-
mials over F2n was presented as follows.

Proposition 2 [11, Theorem 2] Let G(X), H(X) ∈ F2n [X], γ, x ∈ F2n and G(X) be a
permutation polynomial. Then

F (X) = G(X)⊕ γTr(H(X))

is a permutation polynomial over F2n if and only if H(X) = R(G(X)), where R(X) ∈
F2n [X] and γ is a 0-linear structure of the Boolean function Tr(R(x)).

Charpin and Kyureghyan [11] presented two classes of permutation polynomials of
type (1). From Proposition 2, it follows that a new permutation polynomial of type (1) is
obtained by substituting G(X) into a permutation polynomial of shape X ⊕ γTr(R(X)).
Thus, for a given permutation polynomial G(X), a new permutation polynomial F (X)
over F2n can be obtained if we construct a new polynomial R(X) over F2n .

According to Proposition 2, we have a corollary in the following.

Corollary 3 Let R(X) ∈ F2n [X]. Then

F (X) = X ⊕ Tr(R(X)) (7)

is a permutation polynomial over F2n if and only if 1 is a 0-linear structure of the Boolean
function Tr(R(x)).

Remark 2 Based on Construction 3, we can obtain 22
n−1

functions R(x) with 1-linear
structure over F2n. Thus, 22

n−1
Boolean functions Tr(R(x)) with 0-linear structure on

n variables can be presented for even n, that is, 22
n−1

permutation polynomials of type
(7) over F2n can be proposed for n even. Therefore, while n is even, we are able to obtain
22

n−1
new permutation polynomials of type (1) over F2n for a given permutation polynomial

G(X) by using Construction 3.
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Clearly, the permutation polynomial F (X) in Corollary 3 has 1-linear structure. Next
we present a construction of R(x) as follows.

Construction 5 Let n be a positive integer. Let P < 2n−1 be a positive integer as well.
Let S = ∅.

Step 1 Set i = 1;

Step 2 For i = i+ 1, choose y(i) in Fn
2 \S;

Step 3 Set S = S ∪ {y(i), y(i) ⊕ 1};
Step 4 If i < P , goto Step 2; otherwise goto Step 5;

Step 5 Let M be the support set of h(y1, . . . , yn). Compute the ANF of h(y1, . . . , yn) by
using the Butterfly algorithm;

Step 6 Present the function R(x) by using the mapping φ defined as in Theorem 1.

For a given P ,
(
2n−1

P

)
sets S, such that S = S̃, can be obtained by using Construction 5.

Theorem 6 For n odd, we are able to obtain 22
n−1 − 1 permutation polynomials of type

(7) over F2n. For n even, we are able to obtain 22
n−1+1 − 1 permutation polynomials of

type (7) over F2n.

Proof. From Construction 5, we know that 22
n−1 − 1 =

∑2n−1

p=1

(
2n−1

P

)
sets S(⊆ Fn

2 ) such

that S = S̃ can be constructed. That is, 22
n−1 − 1 functions with a 0-linear structure can

be constructed. Thus, combining Corollary 3 and Construction 5, we can obtain 22
n−1 − 1

permutation polynomials of type (7) over F2n for any n.

According to Remark 2, we know that 22
n−1

permutation polynomials of type (7) over
F2n can be obtained, where n is even. Combining Construction 3 and 5, we are able to
construct

22
n−1+1 − 1 = 22

n−1 − 1 + 22
n−1

permutation polynomials of type (7) over F2n for n even.

Remark 3 From Proposition 2, we know that a new permutation polynomial of type (1)
is obtained by substituting G(X) into a permutation polynomial of shape F (X) = X ⊕
Tr(R(X)). Thus, for any permutation polynomial G(X), 22

n−1−1 permutation polynomials
of type (1) over F2n are able to be obtained for n odd, and 22

n−1+1 − 1 permutation
polynomials of type (1) over F2n can be obtained for n even.

4 Fast Algorithm for Computing Algebraic Normal Form of
Maiorana-McFarland’s bent Functions

In this section, we exhibit a fast algorithm for computing the ANFs of the M-M bent
functions. From now on, we assume that n = 2k and x = (x1, . . . , xk) ∈ F k

2 , y =
(y1, . . . , yk) ∈ F k

2 . In addition, we denote by l the 2-adic expression of the integer l (i.e.,
3 = (1, 1, 0, . . . , 0) ∈ F k

2 ).
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The nonlinearity of f ∈ Bn is its distance from the set of all n-variable affine functions,
i.e.,

Nf = min
g∈An

(d(f, g)).

Boolean functions used in cryptographic systems must have high nonlinearity to with-
stand linear and correlation attacks. It is upper bounded by 2n−1 − 2n/2−1 because of the
so-called Parseval’s equation [22]

∑
ω∈Fn

2
(Wf (ω))2 = 22n.

A Boolean function is called bent function if its nonlinearity equals 2n−1 − 2n/2−1,
where n is even [15].

Bent functions have been widely investigated since the 80s of the last century. The
original Maiorana-McFarland class [23] is the set of all the (bent) Boolean functions on
F 2k
2 = {(x, y), x, y ∈ F k

2 } of the form:

f(y, x) = φ(y) · x⊕ g(y)

where φ(y) = (φ1(y), φ2(y), . . . , φk(y)) is any permutation on F k
2 and g(y) is any Boolean

function on F k
2 . In 2004, Carlet [23] indicated that there existed a one-to-one correspon-

dence between Boolean permutations and the original M-M class of bent functions.

Lemma 1 [23] Let x ∈ F k
2 , y ∈ F k

2 , φi(y) with 1 ≤ i ≤ k be a k-variable Boolean
function, and g(y) be any k-variable Boolean function. A 2k-variable Boolean function
f(y, x) = φ(y) · x⊕ g(y) is a bent function if and only if

φ(y) = (φ1(y), φ2(y), . . . , φk(y))

is a Boolean permutation.

Let Hn = [hij ]2n×2n be the Walsh-Hadamard matrix that can be recursively defined
as

Hn =

[
1 1
1 −1

]
⊗Hn−1, H0 = [1].

Here ⊗ denotes the Kronecker product between matrices. It is easily seen that H2
n = 2nI2n ,

where I2n denotes the unit matrix of size 2n.
Let the matrix An = [aij ]2n×2n be the associated matrix of Hn, where aij =

1−hij

2 .
That is, if hij = 1 (resp. hij = 0), then aij = 0 (resp. aij = 1).

As early as in 1990, Preneel et al. [20] presented the truth-tables of all the 22
k
(2k!)

M-M bent functions on 2k variables by using Walsh-Hadamard matrixes.

Lemma 2 [20] Let k be an integer. Consider the rows of the matrix Ak. The concatenation

of the 2k rows or their complement in arbitrary order results in 22
k
(2k!) different bent

functions on 2k variables.

By using Lemma 2, we can obtain the the truth-tables of all the 22
k
(2k!) M-M bent

functions on 2k variables.
We present an algorithm for computing the ANF of f(x, y), which is a M-M bent

function. Before that, we first present a theorem.
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Theorem 7 Let x, y ∈ F k
2 and f(x, y) = φ(y) ·x⊕g(y) be a 2k-variable Boolean function.

Let [f(l)] be the truth-table of f(x, y), where l = 0, 1, . . . , 22k − 1. Then

[f(0), f(2k), f(2 · 2k), f(3 · 2k), . . . , f((2k − 1)2k)]

is the truth-table of g(y). Furthermore,

[f(2i−1), f(2k + 2i−1), . . . , f((2k − 1)2k + 2i−1)]

is the truth-table of φ(i)(y)⊕ g(y), where i = 1, 2, . . . , k.

Proof. Since f(x, y) = φ(y) · x ⊕ g(y). For x = (0, . . . , 0) ∈ F k
2 , we have f(0, y) = g(y).

Clearly, [f(0), f(2k), . . . , f((2k − 1)2k)] is the truth-table of g(y).

For x = e(i) ∈ F k
2 , we have f(e(i), y) = φ(i)(y) ⊕ g(y), where e(i) represents a vector

with the ith entry 1 and others 0. It is also clear that

[f(2i−1), f(2k + 2i−1), . . . , f((2k − 1)2k + 2i−1)]

is the truth-table of φ(i)(y)⊕ g(y), where i = 1, 2, . . . , k.

According to Lemma 1, we can obtain a Boolean permutation for arbitrary M-M
bent function. From Theorem 7, if we have truth-table of a M-M bent function f(x, y)
on 2k variables, then the truth-table of the k-variable Boolean permutation φ(y) (which
corresponds to f(x, y)) can be easily obtained.

By Theorem 7 and Butterfly algorithm, we present an fast algorithm for computing
the ANF of a M-M bent function in the following.

Algorithm 1 Let x, y ∈ F k
2 . Let [f(l)] be the truth-table of the M-M bent f(x, y) ∈ B2k,

where l = 0, 1, . . . , 22k − 1. Thus, the truth tables of the k-variable Boolean permutation
φ(y) (which corresponds to f(x, y)) can be obtained. Based on Butterfly Algorithm, we
deduce the following algorithm:

Step 1 Write the truth-table of f(0, y) = g(y), in which the binary vectors of length k
are in lexicographic order as described Algorithm 2;

Step 2 Apply the Butterfly algorithm to present the ANF of g(y). Set i = 1;

Step 3 Exhibit the truth-table of φi(y)⊕ g(y);

Step 4 Apply the Butterfly algorithm to present the ANF of φi(y)⊕ g(y), i = i+ 1;

Step 5 If i ≤ k, goto Step 3; else goto Step 6;

Step 6 Obtain the ANF of f(x, y) = φ(y) · x⊕ g(y).

When the algorithm ends, the global table gives the values of the ANF of f .

Clearly, using Algorithm 1, the ANF of a M-M bent functions can be computed with
a computational complexity O((k+ 1)k2k). In terms of the M-M bent functions, the com-
putational complexity of Algorithm 1 is much smaller than the computational complexity
(O(2k · 22k)) of the Butterfly algorithm. Thus, for k < 40, we can quickly compute the
ANF of a M-M bent function on 2k variables by using Algorithm 1.
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5 Conclusion

In this paper, we presented two classes of permutation polynomials over a finite field. We
firstly proposed a mapping which transforms a Boolean function to a univariate function
over a finite field. Further, we introduced two effective methods to construct two classes
of univariate functions with a linear structure. Based on the two classes of functions, we
proposed many permutation polynomials of type (1) over a finite field. At last, we put
forward a method for computing the ANF of a M-M bent function. The problem of how
to determine whether a given polynomial has a linear structure is a difficult problem that
we would like to address in the future.
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